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AVAILABILITY ANAl,YSIS FOR HIGH RELTABILITY COMPUTER
SYSTEMS IN NUCLEAR FACILITIES

Mwcit-d P. Schelonka
I,A’%Safeguards Staff (Q-4)

Los h’iamosScientific Laboratory
I,OSAIamos, NM 87543

ABSTRACT

Availability, defined as the ratio of time a computer
system is functioning normally to the total time it is in demand,
is a measure of the overall accessibility to the system and its
operational effectiveness. This ratio allows estimates of down
time to be calculated for contingency planning. Single and
multiple machine configurations are evaluated in terms of
typical component values for mean time between failure (MTBF)
and mean time to repair (IflTTR), and the Availability of each
configuration is computed. Through the use of interconnected,
rerll]ndantprocessors wit-kmultiprogramming Gperating systems and
all input data provided to each processor, down time for even
failure prone units can be reduced from 781. to 32.3 hours per
year. Several interconnection methods arc shown with projccked
reliability data.

INTRO13UC’.I’1C)NJ

‘2hc primary function of !.nformz!tionsystcmsl in nuclear
facilitic5 i.:;to provide dat-a for decisions. The quality,
time!inc:js,and accessibility of data are parkic~ll.arly important
in cm~rgcncy rcsp4)nse situations In this analysis primary
crnphasi:; is placed on tllc Availability of computational
rus;ohrccsl.
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For example, if the time since Lhe l~st failure is c’qual to ttlc
MTBF there is a 36.8% probabi lity that the component has not
failed.

—-

After a number .yf coinponents have been assembled, life
test data are accumulated in order to cletermine an experimental
value for the MTBF, and comparisons to theoretical values are
made. Often thermal rnd overvoltage stresses arc applied in
accelerated life tests to obtain preiiminar:z MTBF estimates as
early as possible.

In ordinary operating environments additional sources of
failure may contribute to down time. These are listed in Table
1. Careful system design can ~ed~~~ ::..‘? effects: for example
by incorporating standby batteries to prevent loss of power and
the use of optical isolation to eliminate externally induced
line transients. Cost-benefit trade-offs usually determine thf?
degree of protection implemented. The remaining sources of
failure are then combined into an effective system MTBF.

The time required to return a component. to service is
its mean time to repair (MTTR). Some of the factors contributing
to MTTR are shown in Table 2. Values of MTTR can extend from
fractions of a second in the case of automated repair to days if
personnel or logistical delays are encountered.

Availability is defined as the ratio of time a computer
system is functioning rmrmally to the total tlmc the system is
in demand. Availahil.ity is also expressed in terms of MTBF
MTTR as

ancl

A= M’rBF
MM3F + m%R (2)

ARCHITECTURAL DESIGN AND ANALYSIS

Safeguards computational. requiremcnts tor currepk and
projected nuclear facilities arc modest and can be satisfied by
stand-alone commercial l.y-availabl.eminicomputers. An example is
shown in Figure 1,. One hi~ndrcdand thirty-five hours of down
time per year is not satisfactory for most information system
functions, thcrc~orcr ~.IIIp~OV(?rnF!nk is Sollgllt through r[?dundancy.
The fol.1.owingann]ysi~ tollows tha~ of Fc’llcr (2) for C=,r~pln~“lo
requiring at ~r?;l:,:tm out of N para].1.e~conncctc~l unit.% function-
i.nq with, i.n cjf!ncral., differing Ava{l..~hjl.itics. l?or at. lra:;t
OT1;?unit functioning 0[ four paral.1.el.uniks

t~ -- :;(II - :i(”?j I :;(~]) - :;(~) (?)

n :“ s(?) ..-2s (3) 1. 3s(”1) . (4)



Intc!rmcdiate terms Sil) throuqh S(4) arr~cxprcs:;ed (for

s(1) =Al+A2+A3+A4

s(2) = ‘lA2 + h~3 + ‘IA4 + ‘2A3 + ‘2A4 + ‘3A4

s(3) = ‘lA2A3 + ‘hA2A4 + ‘lA3A4 + ‘2A3A4

s(4) = ‘lA2A3A4

N= 4) u!:

(3)

(6j

(7)

(6)

with the intermediate term coefficient in Table 3. Results for
a variety of configurations are shown In Figures 2 through 5.
Down time Is reduced to a very tolerable level of four hours per
year with commercially available units using double redundancy
and to 0.05 hours per year with high reliability units designed
by the Bell Telephone Company for their E&ectronic Switching
System (S3SS)Machines. Going to a “one in three” configuration
increases reliability to that approaching the ESS machines while
using less expensive commercial units.

It is possible and perhaps desirable to exploit the
unused capacity of each unit by alicwing iL to function in a
forcgrrwnd/background processing mode. The work laad demands of
the voter functions shown in Figure 4 are relatively small yet
these allow for . autc)matic error detection. Since success
measured by any ‘m of N“ impl.ir?san independent method of deci-
sion, voters or comparators detect da+a stream differences as
single or multipl~ failurcn occur. With a single failure the
remaining two consistent data streams arc seloctod as being
col-rect. With multip’.~ failures, compar~tor output shows merely
lack of con:;i.ntctlcyb~twcon data streams. Subsequent analysis
is required to dctcrminc which data are valid. This potential
time clplnymay not bP tolerahl.c, so preference is given to tllc?
“two of t.hrce”architectures.

Advancc?d security provisions are hcing dcvclopcd for
minicomputers and arc cxpectctl to be available comm~rcial Iy in
rY 79. Thcue will bo modular in nature thro~!ghthe addition of
additional. h~rdware to a starulardminicomputer mainfr~lme and Usr!
of a mc)dificd operating cyfitcm. This incrcasml complexity in
both hdrdwnre and !;oCtw;lrci~ expected t.m reel’lcc khc MTRI’ nnd
incrcasc LII[’down Lime cl!; .slmwn in Figure 5. In redundant
CorlfiCJUrilLi.OnFl Ilr>wevor kht::;c :;m:uro computer 5 .arc Cxpcctc(l to
lliiv~ an acccptal~l.crcl.iahjlitypcrCorman>c of 5~ !Iours per yCtlI-
dr)wn I:imi’ for thr “l:WCYnf” tllrc(?” c[]l]Cigur-lati.on.



2. Feller, WiZliam, “An Introduction to Proba!>ility ~h~x)ry

and its Applications” John Wiley and Sons~ Inc. ~ New
York, 3rd Edition 1968, p. 106.
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‘t’~].J]P ~. Summ2ry of Contrik,’.ltions to effective computer system
~1’rB~- “3

HARDWARE FAILURE

SOFTWARE FAILURE

POWER-LINE VOLTAGE INTERRUPTION AND TRANSIENTS

INCIDENT TRANSIENT ELECTROMAGNETIC ENERGY DUE TO LIGHTNING OR
MAN-M.~DE SOURCES

AIR CONDITIONING FAIIJURE

HUMAN ERROR

ROU’1’IN1:l]IliWENTA’rIVEMAIN’I’EF!ANCE



Table 2. Fi!CkC_I1-S L-[?] ated to the MTTR.

“J

PERFORMANCE MONITORING TO 1DENTIF% A FAILURE

AVAILABILITY OF TWINED PERSONNEL

DESIGN AND LAYOUT OF THE CO14PONENT

~IAGNosTIcs FOR FAULTY COMPONENT IsoLA~ION

AVAILABILITY OF SPARE PARTS

RF!K’VALAND REPLACEMENT

REALIGNMENT OR RECA~JIBRA’I’IONWliENREQUIRED

AvliImEILIIrY OF AUTOMATIC FUNCTION S:7NSIXGANrImwmmrr
COl~lPONEN’~SW.[TCtlING



Tal)lc 3. Intermediate term coefficients for computation of
Availability of composite computer configuration.

At Least m of ...

m

1

2

3

4

5

6

7

8

S(N)

s(1) s(2) s(3) S(4) s(5) S(6) s(7)

1 -1 1 -1 1 -1 1

1 -2 3 -4 5 -6

1 -3 6 -10 15

1 -4 10 -20

1 -5 15

1 -6

1

S(8)

-1

7

-21

35

-35

21

-7

1
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CPU
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PERIPHERALS
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TAPE

PRINTER
READER

1/0
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MTBF 830 hours

MTTR 13 hours

Availability .9045”1885

Down time 135 hours/year

Fig. 1. Basic cc)mput.aliondl unit.
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A= .9G5do

Down time 303 hours

With buffer storage A = .9787709

Down time 180 hours

Fig. 2. Coinputer with Di~taDistri])ut.ionSystcm
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INC BUFFERS
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A= .99954933

Down time 4 hours per year

With high reliability desighccl units

Down time .05 hcurs per year

Fig. 3. Dout]le redundancy.
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Interconnection not shown consists of rach voter , main frar.?,
uct of peripherals and d~itadi=t~;hutio,l systeinconnected

to all ethers.

Far at least one of khrm f~nctioning r,= .999993555

Down Time .6 hours pcr year

For at least two 01 three functioning A = .99866711

Down Time Z2 hour~ per year

Fig. 4. Three prallcl redund.lntpaths,
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PERIPHERALS

r —
DATA

DISTRIBUTION

SYSTEM
— ——.

MTBF = 600 hours
MTTR = 15 hours
A = .9756

With data distribution system
A= .956(.)9
Down Time 305 hours per year

With double redundancy
A= .990071
Down Time 17 hours per year

With three paths (Fig. 6)

At least one of three
A = .99991534
Down ‘1’imc 1 hour per year

At ].ensttwo of three
~= .99430

Down time 50 hCJUrSper v~ar


