A Major purpose or e 1ecnni-
cal Information Center is to provide
the broadest dissemination possi-
ble of information contained in
DOE’s Research and Development
Reports to business, industry, the
academic community, and federal,
state and local governments.
Although a small portion of this
report is not reproducible, it is
being made available to expedite
the availability of information on the
research discussed herein.

1



» LA-UR-88-771 LA-UR--88-771 v /(/ / //>) T )\

DE88 007903

Los Alamos Nstional Laboratory 18 0pereted Dy he Unversty of Caltorne for the Uniisd Sistes Departmen of Energy under conwect W-7405-ENG-18.

nme  SUPERCOMPUTERS AND ATOMIC PHYSICS DATA

AuTHOR(S) J. Abdallah, Jr., T-4
R- E. clark’ x-6

SUBMITTED 10 Supsrcomputing '88
Nov. 14-18, 1988
Orlando, FL

DISCLAIMER

IV et wa repated oo an account of wark amnsared by an oagenoy of the Tonted St tes
rermnent Ssothor the Uoated Sttes Conesnment not any agencs thereof, not any ol their
copd e makes e a ety evpress o imphied o asaeses any legal hability o respons
uhite doe the e wnplenness o g fulae s ot ey aformation, apparatus, promfuct, of
promess dicdosed o gepreseats that ats use would not antnnge provately owned nghin Reler
et betemn To goy speafie conmietonal profucd preaess, or wrvine by trade name, toademank,
mapufacturer or otherwise does not necessanily constitute or amply ty epdorsement, recom
mendation, ar Lavaning by the Unded States Giovernment ot any ageney thereot  The views
and opinons of authors capressed herein do not necesvanily tate ot reflect thowe ol the
United States Government o1 any agency thereo!

By sccoptance of I'vy ariicie 1M PUDNIRG! rGCOPMITS INSL the U S GOvernment re18+ns & NEneaciviwe rOysiy-Hee RCONSE 10 DUbIIn O 10 odhuce
1he pubhshed form o 1his cONtDUOA Of 10 MlOw OINgrs 10 00 S0 for US Goveraman pu’poses

The Las Alamet NBLONA! L ADWSIOrY 1EQUEIN TR Ihg PUBRIRE? ennly HuE 2rhCio 8% wWErh POviermed under ING autpes of Ine U 3 Depaniment of Energy

et
L@S AUam Los Alamos National Laboratory
@, Los Alamos,New Mexico 87545

PABL e~ atam. PENYIIMI 0 Y "I BN RAY MY e, imarmem


About This Report
This official electronic version was created by scanning the best available paper or microfiche copy of the original report at a 300 dpi resolution.  Original color illustrations appear as black and white images.



For additional information or comments, contact: 



Library Without Walls Project 

Los Alamos National Laboratory Research Library

Los Alamos, NM 87544 

Phone: (505)667-4448 

E-mail: lwwp@lanl.gov


SUPERCOMPUTERS AND ATOMIC PHYSICS DATA

(submitted to Supercomputing ‘88 Conference

November 14-18, 1988, Orlando, FL)

Joseph Abdallah, Jr.
T Division
Los Alamos National Laboratory
P.0. Box 1663, MS B212
Los Alamos, NM 87545
1-505-667-7388

Presenting author

Robert E. H. Clark
X Division
Los Alamos National Laboratory
P.O. Box 1663, MS B226
l.os Alamos, NM 87545
1-505-667-7667

Corresponding author



ABSTRACT

The advent of the supercomputer has dramatically increased the
possibilities for generating and using massive amounts of detailed
fine structure atomic physics data. Size, speed, and software ra-:
made calculations which were impossible just a few years ago incto a
reality. Further technological advances make future possibilities
seem endless. The cornerstone atomic structure codes of
R. D. Cowan1 have been adapted into a single code CATS2 for use on
Los Alamos supercomputers. In section 1, wa provide a brief
overview of the problem; in Section II, we report a sample CATS
calculation using configuration interaction to calculate collision
and oscillator strengths for over 300,000 transitions 1i- eutral
nitrogen; and in Section IIi, we report our future supercomputer

needs.
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I. Ov W

A plasma consists of positively charged ions (atoms in which a number o:
bound electrons have been removed) in a gas of free electrons. Ions of .
variety of elements and charge states may be present. Each ilon can exist
an infinite number of quantum energy levels. These levels are derived "
considering bound electron configurations which zre different distvributions o
electrons in shells based on principal quantum number (n) and orbital angu .
momentum (). Levels sre determined by vector coupling of the orbital angul.r
momentum and spin of the electrons giving rise to many levels from one
configuration. Frequently, several configurations can contribute to ‘he
description of a given level; this 1is called configuration interaction. In
principle, there are an infinite number of configurations contributing to ch:
levels ot an lon, but, in practice, configurations are limited to those which
are deemed important to a problem. Atomic physics calculations are performn..!
In order to describe these levels and the processes which occur. Hence. .
massive amount of computation and data can be required to model the ions ot .
plasma.

On the order of 1000 levels will result from 50 simple configurations fov
atoms of low-Z (Z less than 30). However, a single complex conflguration mav
he constructed which will require far more memory than that available -«

‘rent Los Alamos cwmputers. For high-z near neutral atonms, lu
corntigurations are more complex and result {n more levels. The numbher
ionls therefore can become gigantic depending on the number and complexi
antipurations chosen. In audition, [f conflguration interaction Is nsea 0!

caontlguratfon cannot he calculated separiatelv



when an atom (ion) collides with free electrons or photons, transitions
of bound electrons occur between levels; this means that the number of
transitions which need to be considered for a model of 1000 levels is of rhe

2
Slgggl or 500,000. Most of the computer time in an atomric

order of
calculation of this type ls consumed in calculating the electron-ion collision
cross-sections. If a low level computational model that calculu’vs
transitions at a rate of one per second is used, the entire calculation wil!
take approximately 150 hours of CRAY-XMP time for a single fon stage. Since
most applications require more than one ion species, we must multiply 150 hy
the number of ion species. In addition, a supercomputer is required to
process and verify the millions of words of data which are produced by such a

calculation. Therefore, interactive programs which access, operate, and

display portions of these large data sets are necessary.

1r. sample Calculation

In this section, we describe an actual cal.uliatlon which .rLproaches ‘!
magnitude of that discussed in Section 1. CATS was used to calculate nent:.!
nitr-gen using 30 configurations, including configuration interaction hetw.e:
all configurations of like parity, resulting in 786 fine structure level,
Plane-wave Born (PWB) collision strengths and electric dipole ascili.’
strengths were computed for over 300,000 allowed transitions hetween lewi’
“olllsiun strengths were calculated at 21 |mpact energles per tranui-
ey seven million words of atomic data were saved on disk tiles for (-
ane fhe job took 16.1 hours of CPU, and an {nsigniticant amount of 1 ¢

on the CRAY-XMP-4l6, or about 0.7 seconds per transition for the 'l



energies. A more sophisticated method (i.e. distorted wave or close-coupling’
for computing collision strengths could easily increase total run time bv a
factor of 100. Figure 1 shows the fine structure level-to-level collision

strengths corresponding to the 1522522p3-1322522p23s1 corfiguration change.

ITI. Fuguye N

The major portion of the time spent for the sample calculation was
dominated by performing matrix multiplications (on the order of 100 x !ru
matrices) for each ctransition. Therefore, a speedup for this rtvpe ot
operation would lead to faster overall CATS run times.

The sample calculation required a modest 2-3 million octal words. The
size of the problem will increase dramatically as the number and complexitv of
configurations increass and more levels are produced. Memory management keeps
CATS at the optimum size for a given problem. Memory management is essential
in CATS because {t (s impossible toc get good estimates of array sizes until
execution time. A standard memory managing package would be very desirable.

The least important factor seems to be /0 time: however, the codes which
access the atomic auta files should see a higher percent of 1/0 usage. The
itomic data are stored as nonstandard variable-length-record random .ac.vi
tiles with a directory. 4 standard file managing package of this tvpe W[ !
he very desirable, '

In summary. computati{onal rates need to be increased hy a tactor of
in nrder to make more accurite numerical models feasible, and mors memor-. -.il]

be required to handle corplex configurations and high-Z e¢lements
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