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THREETRAN:
A PROGRAM TO SOLVE THFE MULTIGROUP DISCRETE ORDINATES

TRANSPORT EQUATION IN (x,y,2) GEOMETRY

by

K. D. Lathrop

ABSTRACT

Numerical formulations and programming algorithms
are given for the THREETRAN computer program which
solves the discrete ordinates, multigroup transport
equation in (x,y,z) geometry. An efficient, flexible,
and general data-handling strategy is derived to make
use of three hierarchies of storage: small core memory,
large core memory, and disk file. Data management,
input instructions, and sample problem output are de-
scribed. A six-group, S4, 18 502 mesh point, 2 800
zone, keff calculation of the ZPPR-4 critical assembly
required 144 min of CDC-7600 time to execute to a
convergence tolerance of 5 x 10-4 and gave results in
good qualitative agreement with experiment and other
calculations.

I. COMPUTER PROGRAM OUTLINE

Program Identification: THREETRAN

Computer for which Program is Designed: CDC-7600
Description of Function: THREETRAN solves the time-
independent three-dimensional discrete ordinates approx-
imation to the multigroup transport eguation in rectangu-
lar coordinates. Inhomogeneous source, keff’ and source
plus fission problems are solved.

Method of Solution: The central difference approximation

is used in conjunction with standard finite difference
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approximations to the spatial derivatives of the discrete
ordinates streaming operator. The resulting system of
equations is solved by within-group (inner) iterations on
the scattering source and over all-group iterations on
the fission source. The inner iterations are accelerated
by updating the scalar flux after each quadrant of angu-
lar fluxes is computed and by a special line rebalance.
The outer iterations are unaccelerated.

Restrictions: The program is presently restricted to
isotropic scattering although linearly anisotropic scat-
tering could be treated without increase of storage by
dropping the scalar flux update. There is no negative
flux fixup and no provision for upscattering cross
sections.

Running Time: A six—-group, Sy. 18 502 mesh point k-cal-
culation of the ZPPR-4 Phase 1 experiment required 144
min on a CDC-7600 for a 5 x 10_4 eigenvalue convergence.
Unusual Features of the Program: The program is organ-
ized to calculate a line (x-dimension) at a time. Stor-
age is automatically apportioned between CDC small core
memory (SCM), large core memory (LCM), and random access
disk units to permit as large a problem as possible to be
run with minimum use of disk files. Data transmission
and computing are overlapped when disk files are used.
Machine Requirements: Ten disk units may be required de-
pending on the problem type and output options. Two files
are required for system input and output, one for a prob-
lem dump, one for a standard interface flux output tape,
and one for microfiche recording of fluxes. If the prob-
lem data do not fit within LCM, a flux file and an in-
homogeneous source file for source problems are required.
For larger problems, two fission source files and a
source-to-the-group file are also required.

Related Programs: None.

Material Available: Source deck, test problems, results
of executed test problems, and this report are available

from the author.




I¥. INTRODUCTION

The THREETRAN program was developed to examine the problems
associated with writing and running a full three-dimensional (x,y,z)
multigroup transport code. Because large running times were ex-
pected, the discrete ordinates angular representation was coupled
with the central (diamond) difference approximation without a nega-
tive flux correction to minimize arithmetic operations. Consequent-
ly, the running times obtained with THREETRAN are to be regarded as
minimums with respect to the numerical formulation; that is, use of
a more sophisticated difference approximation or a finite-element
representation of the transport equation would almost certainly re-
quire more computational time per mesh cell. On the other hand,
the convergence acceleration algorithms used in THREETRAN are rudi-
mentary, and consequently there is reasonable expectation that run-
ning times can be improved by using better convergence acceleration
schemes. The convergence acceleration schemes in THREETRAN were
deliberately kept simple for ease of development and because a po-

tentially very powerful scheme due to Alcouffe and Lewis!’?

was
being created concurrently.

Data storage and transfer were also expected to be a problem
with a three-dimensional transport code, and the major research ef-
fort in writing THREETRAN was the creation of a flexible and rela-
tively efficient data management strategy. The relatively small
six~group, S4+ 18 502 mesh point, keff test problem (a one-eighth
core representation of the ZPPR-4 Phase 1 critical assembly) run
with THREETRAN in 144 min (CDC-7600) to an eigenvalue convergence
of 5 x 10_4 involved an unknown vector of 2.66 x 106 entries. This
corresponds to a coefficient matrix of 7.10 x lO12 elements, and
there is clearly no possibility of storing such a matrix on existing
computers. Fortunately, the matrix of the discrete ordinates ap-
proximation is sparse and lower triangular so that it can be regen-
erated repetitively during the iterative sequence, and the angular
flux vector itself usually need not be stored. Even so, there were

4.44 x 10° fluxes stored in the test problem.




THREETRAN was written assuming the CDC-7600 hierarchy of stor-

age: 1) a fast small core memory (SCM) of about 40 000 words for
problem data storage, 2) a fast large core memory (LCM) of about
370 000 words, and 3) random access disk files of about 30 million
words each. Using system-dependent routines it was possible to
overlap disk data transmission and computation. All disk transfers
in THREETRAN are made to and from LCM with the exception of problem
dumps which are written sequentially from SCM. .

Within the three-level hierarchy, THREETRAN was structured to
fit as much of the computation as possible into the fastest memory
available. The line, one row of x-dimensional cells from an (x,Vy)
plane of the (x,y,z) problem, was selected as the basic unit for
SCM storage. If the data requirements for one line do not fit in
SCM, THREETRAN will not execute the problem. Data for as many lines
as possible, up to one full (x,y) plane, are stored in SCM. Simi-
larly, the plane was chosen as the basic unit of LCM storage. If
data for one plane will not fit in LCM, the problem cannot be exe-
cuted. Data for as many planes as possible, up to the whole (x,vy,z)
problem, are stored in LCM. If more storage is available in LCM,
data for as many groups as possible are stored in LCM. Surprising-
ly large problems can be contained entirely within SCM and LCM.

If data for all planes fit in LCM, but all group data do not, the
group structure is divided into blocks, each block of which is small
enough to fit into LCM. 1In this storage mode only flux data and in-
homogeneous source (if one is present) data are stored on disk files,
and data for several groups may be transferred at once. When the
problem is so large that all plane data do not fit in LCM, then ad-
ditional disk files are required for the source-to-the-group data
and fission source data.

In the following sections are described the details of basic
difference schemes, numerical methods, program options, storage -
algorithms, and input preparation. The THREETRAN program was writ-
ten for the purpose of solving the transport equation, and the
reader will note that many service functions performed by lower
dimensional transport codes are not performed by THREETRAN. For

example, there is no cross-section processing in the code, either
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in input or output, and in particular, the code accepts only mac-

roscopic cross sections.

III. EQUATIONS AND SOLUTION ALGORITHMS

A, Multigroup Transport Equation

In the discrete ordinates approximation, we write the trans-

port equation for each group as

me awm Y

m -
Hm 9xX + m 3y + Em 9z + Tt lpm - Sm (1)

where Byr N and gm are the direction cosines of the discrete di-

’
rection §m aith respect to the x, y, and z axes. The angular flux
in the discrete direction ﬁm is denoted by wm(x,y,z) and Oy is the
macroscopic total cross section. The source term So contains con-
tributions from scattering, both for the group being considered and
from other groups, and fission, all evaluated at the discrete di-
rection ﬁm' The details of the generation of Snh in a multigroup
transport code are given in the TWOTRAN-II manual3 and are not re-
peated here.

To difference Eq. (1) we partition the spatial domain into

boxes such that

Xi_l/2 < Xi < xi+% i=1, 2, cee, IT
Yj-‘ < Yj < Yj+% =1, 2, ..., dT
Zk__1/2 < Zk < Zk'*']/z k = l, 2, e ey KT . (2)

In this partitioning, subscripts with half-integer values denote
box edges, and integer subscripts, consistent with our use of the
central difference approximation, denote box center values.

Using a notation in which centered subscripts, including m,

are not written, we difference Eg. (1) simply as



U(1P1+;§ - Wl_;i) N n(lb:”_;i - l!»)‘_‘1_1/2)-*- E(wk+1/2 - wk-;i)
AX AY AZ

+ o, b = S. (3)

In this equation wi+> is actually v the angular flux in
2

m,i+%s,3,k’
direction m at the center of the box face at the Xi+l§ edge. The

mesh spacings are

AX = X, - X, ,

i+l i-4
AY = Y, - Y.
I+ J=%
AZ = Zy oy = 2y (4)
B. Central Difference Approximation

Throughout THREETRAN we always assume

wijk = (¢i+% + wi_%)/2

by, * Vyoy) /2

(Dppy, + Vpeop) /2 - (5)

With this assumption we can reduce the solving of Eqg. (3) to evalu-

ating the system

a wi—% + b wj—% + c wk—% + S

b= a +b+c+t o, (6)

Vigy = 20 - Vi

1
i

2y - Wj_

Yy = 2V 7 ey




2lu|/ax

V]
Il

b = 2|n|/AY

Q
I

2|g|/02 . (7)

In writing Eq. (6) we have assumed that wi—%’ wj—%’ and wk—% are
known, either from calculations in adjoining cells or boundary con-
ditions, implying Eg. (6) is to be used to step through the mesh
with ¥, n, and £ positive. For negative u, say, we interchange
wi+% and wi—% in Eq. (6), and similarly for negative n and £.

While arithmetically simple and globally second-order accurate,
Eg. (6) does not guarantee that wi+%' wj+%’ or wk+% are positive,
as is well known. Thus THREETRAN may yield negative fluxes.

C. Angular Partitioning

The discrete direction ﬁm is assumed to lie within an unspeci-
fied angular range AQm, and we define a quadrature weight, W, SO
that

wm=/ dq/4mw m=1l, 2, ..., MT . (8)
AQm
Associated with each interval AQm is a cosine set (um,nm,gm). Angu-

lar integrals are performed by sums. For example, the scalar flux

is given by

MT
b= D W vy (9)
m=1

In THREETRAN it is assumed that W and the sets (um,nm,gm) are the
same for each octant of the unit sphere, and only values for one
octant are required as code input. Otherwise, there are no restric-

tions on the quadrature set except that




Zwm=l‘ (10)

or that the input weights sum to one-eighth for the octant.

D. Solution Algorithm

1. Boundary Conditions. Only vacuum and reflective boundary
conditions are allowed in THREETRAN. At a vacuum boundary wm is set
to zero for incoming directions, and at a reflective boundary wm for
incoming directions is set to the value of wm in that outgoing di-

rection corresponding to specular reflection. As a convention in

THREETRAN we assume the solution domain is located in the first
quadrant and label the system boundaries as shown in Fig. 1. Reflec-
tive boundary conditions are allowed on left, bottom, back, and

front boundaries only. Vacuum conditions are allowed on all

y
A

boundaries.

/BACK

TOP

RIGHT

LEFT /
rront—"
Fig. 1.

Names of system boundaries.

BOT TOM




2. Progression Through the Space-Angle Mesh. THREETRAN uses

the standard source iteration common to most discrete ordinates

codes, It assumes S is known, makes one sweep through the entire
space-angle mesh, and then recomputes those portions of Sn that de-
pend on the newly calculated angular fluxes in the group being con-
sidered. The code is organized so that the geometric mesh is swept
first for an octant of negative u-directions (from right to left on
an x-dimensional line) and then an octant of positive u-directions
(Erom left to right). This traverse is controlled by subroutine
ISWEEP. A similar subroutine JSWEEP controls the traverse through
each plane, first sweeping downward for negative n-directions/ﬁﬁd
then upward for positive n-directions and calling ISWEEP for the
traverse on each line. Finally, subrdutine KSWEEP sweeps through
the planes, first backward for all negative &-directions and then
forward for positive E-directions. Subroutine KSWEEP calls JSWEEP
for the traverse in each plane.

3. Convergence Acceleration. There are two convergence ac-

celeration methods used in THREETRAN. The first of these is the up-

dating of the source-term scalar flux after each gquadrant of angular
directions (each forward-backward sweep in ISWEEP) is calculated.
This update is easy to execute, but requires storing the four sep-
arate components of the scalar flux. Note that because there are
three currents required for linearly anisotropic scattering in
(x,y,2) geometry, no additional storage would be required to treat
Py scattering if the scalar flux and three currents were stored in-
stead of four components of the scalar flux. At present THREETRAN
is limited to an isotropic scattering source.

In addition to updating the source term, a spatially constant
line rebalance factor is derived and used to scale all the fluxes
associated with the forward-backward sweep for each quadrant of di-
rections in ISWEEP. This rebalance differs from standard treatments
such as that described in Ref. 3. To derive the rebalance factor

we write Eq. (3) as




u n g
rx' (¢l+;5 - wl_;é) + ‘A‘i‘ (wj_'_;i - IPJ_;E) + H (wk+;§ - llik_;i) + Ut‘l}

= P p p p
= 05 (0] + 65 + ¢3 + ¢,) + Q (11)

where og is the macroscopic isotropic scattering cross section,Q is
the isotropic source to the group, and ¢i, i=1, 2, 3, 4, are the
four components of the scalar flux. The superscript p indicates
that these fluxes are obtained from a previous iteration. We now
assume we are sweeping a line to generate a new value of ¢4 and that
n and ¢ are positive so that wj—% and wk-% can be assumed known from
calculations on adjoining lines and planes. If we perform the
weighted quadrant sum of Eg. (1l1l) for the directions corresponding
to ¢4 and also assume that the sum of the quadrant quadrature
weights is one-fourth, then we can write the resulting equation as

a pseudo-one-dimensional balance equation

Ii il

+ 0.6, =8 (12)
where the effective removal cross section is

o, = 0, + (Jj+%/AY + Kk+%/AZ)/¢4 (13)

and the total source is

s; = og (68 + o5 + of + o5y /4 + /4 + Iy /B + Ky /A7 . (14)

In these equations, I, J, and K are quadrant sums of u, n, and §
weighted angular fluxes. From Eg. (12) it is not difficult to show

that the line rebalance factor is
— - 1% -
f = (Ts ; Axi Oy ¢4/(TS ; Axi Og d>4) (15)
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with an integrated total source
TS = 4 ; AR S; - (16)

The above rebalance factor is simple to compute at the line-
sweep level because TS can be accumulated before the sweep and the
remaining terms are simple integrals of the previous and new scat-
tering source. The calculation of the line rebalance factor is con-
trolled by subroutine JSWEEP, where the angular integrals of Jj—%
and Kk_l/2 are performed by subroutine INFLOW. The rebalance factor,
if positive, is applied to the new quadrant scalar flux and the
angular fluxes wk+% and wj+% by subroutine SCALE. If the iteration
converges, it is clear from Eg. (15) that f approaches unity.

There is no convergence acceleration of the outer iteration,
which consists of a simple updating of the fission source.

4. Convergence Tests. A measure of the pointwise error that

is readily calculated from available quantities is the ratio, for

quadrant q,

e, = (55 - o ¢§i)/(si - oy o) (17)

qi
and the maximum of the absolute value of €5 for the entire traverse
through the spatial mesh is required to be less than the input value
EPS before inner iteration is terminated. Even if the iteration
does not converge, no more than an input value, LIMIT, inner itera-
tions are made in one group.

For outer iterations, the ratio

A

(TF + TQ)/(TFP + TQ) (18)

is required to differ less than EPS from unity before stopping it-
eration. In Eq. (18) TQ is the volume integral of the isotropic
inhomogeneous source, if there is one, TF is the volume integral of
the fission source, and TFP is the same integral for the previous

outer iteration. If there is no fission source, this criterion will

11




stop iteration after the first group traverse even if there is up-
scattering. Thus if an upscattering capability were added to the
code (a minor modification), this convergence test would have to be

changed.

IV. PROGRAM OPTIONS AND INPUT DESCRIPTION

A. Program Options

1. Types of Problems. Only three kinds of problems are run

by THREETRAN. Inhomogeneous source problems, with or without fis-
sion, and keff problems can be run, but no eigenvalue searches are
performed.

2. Source and Flux Inputs. No flux input is required. If a

keff problem is run, a constant, normalized fission source is used
to begin the problem.

The only source input option presently allowed forms the source
as the product of four shapes, one for the energy, and one for each
of the spatial directions. Addition of the reading of a complete
source, say from a standard interface format, would not be difficult.

3. Geometry Specification. The (x,y,z) system is assumed to

be partitioned into IMxJMxXKM coarse-mesh zones. The user enters
coarse-mesh boundary dimensions and the number of equally spaced
fine-mesh intervals he desires for each coarse-mesh interval in each
dimension. That 1is, he specifies IM numbers to define the x~dimen-
sion fine-mesh spacing, JM numbers to specify the y-dimension fine-
mesh spacing, and KM numbers to specify the z-dimension spacing.

He also enters KM sets of IMxXJM cross-section identification num-
bers. These numbers identify which cross section is in each coarse-
mesh zone. For each z-dimension coarse-mesh zone, THREETRAN

prints a schematic diagram showing boundary conditions, boundary
dimensions, fine-mesh interval numbers, and cross-section identifi-
cation numbers.

4, Cross Sections. Only macroscopic cross sections, in Los

Alamos standard format (Ref. 3, p. 16) are allowed as input, al-
though other formats could be added. There is no pre- or postproc-

essing of cross sections performed by the code. To run an adjoint

12



calculation, the adjoint reversals of the cross section would have
to be performed separately.

5. Dumps. The program takes periodic, time 1limit, and re-

start dumps, and a problem restart may be performed from any of
these dumps. The user may change any control variable upon restart,
but some variables must not be changed or the restart will not func-
tion properly. To restart a problem, the user simply resubmits his
input deck (after ensuring that the restart dump tape from unit
seven has been mounted) with the control parameter ISTART set equal
to one (time-limit or periodic dump) or two (final dump). The only

other control parameters that it is meaningful to change are:

1. any boundary condition

2. I0UT, the output option

3. LIMIT

4, EPS

5. DTIME, time after which dump is taken and problem
halted.

6. Edits. No edits are performed by THREETRAN. Selected

problem scalar fluxes are printed or microfiched, and a standard4
interface flux file is written. The standard had to be rewritten

to allow blocking of three-dimensional arrays. Previously the stan-
dard seemed to imply that the whole array being written had to be
core (SCM) contained.

B. Description of Problem Input

1. Input Formats. Except for the control parameters, cross

sections, and edit parameters, all floating-point numbers and inte-
gers are read into THREETRAN in special formats. These formats

are [6,(I1,I2,E9.4)] for reading floating-point numbers and
[6,(I1,I2,19)] for integers. 1In each word of both of these for-
mats, the first integer field, Il, designates the options listed
below. The second integer field, I2, controls the execution of the
option, and the remainder of the field, I9 or E9.4, is for the in-
put data. All data blocks read with these formats must end with a
3 in the Il field after the last word of the block. The available
options are given in Table I.

13




TABLFE I
OPTIONS FOR SPECIAL READ FORMATS

Value of Il Nature of Option
0 or blank No action.

1 Repeat data word in 9 field number of times
indicated in I2 field.

2 Place number of linear interpolants indicated
in I2 field between data word in 9 field and
data word in next 9 field. ©Not allowed for
integers.

3 Terminate reading of data block. A 3 must
follow last data word of all blocks.

4 Fill remainder of block with data word in 9
field. This operation must be followed by a
terminate (3).

5 Repeat data word in 9 field 10 times the value
in the I2 field.

9 Skip to the next data card.

Five illustrations of the use of the special formats are given be-

low. These illustrate:

1l - Zero is repeated 47 times.

2 - Zero is repeated 470 times.

3 - Four interpolants are inserted between 0.0 and 5.0 giving

six data numbers: 0.0, 1.0, 2.0, 3.0, 4.0, 5.0.

4 - Four interpolants are inserted between 0.0 and 5.0, two

between 5.0 and 7.0, and 7.0 is repeated 10 times.

5 - After reading 0 and 4 we skip to next card and read 7.
I112 I112 1112 12
_I_lel«HxlxlINlNHL:lll»IN»_N IllllllINlNJlll_L_LJ__l__
1417 '|0~L°L0'.1113 | O I O S | i I T O S T T | |E?(MPILE1111
ST 00 Bl b e I A I A | [EXPMPLE (2, |
2| 41,009 4, Pt v 19, OB v b byt | |[EFAMPLE 3, |
20 AL 09 0 LSO P 7Oy | EERMPEE 4

C e e O e AP 1y | [EXAMPLE 151 | .|

A TR SO O N U 72 -8 N I O S O N [T T O A O N 0 U B R

N I A N T O I T IO O O T | 1 S T O O O 1 S O O o A
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2. Input Data.

lem data required for input to THREETRAN.

On the following pages are listed the prob-

The formats for each en-

try are given, and the special formats described in the preceding

Section are denoted by S(E) for floating-point numbers and S(I) for

integers.

Number of Word Name of
on Card Variable Comments
CONTROL INTEGERS (6I12) —= = = = — = = = = 0 0 & 0 o & = - - Card 1
1 ITCARD Specifies number of title cards to be

TITLE CARDS (18A4)

all words

CONTROL INTEGERS
1

(<) T V2 ' SN U BN (O}

CONTROL INTEGERS
1

CONTROL INTEGERS
1

TITLE(18)

(6112)
M1

IGM
IM
JM
XM
IBL

(6112)
IBR

IBB

IBT
IBF

IBA

IEVT

(6112) -

ISTART

read. ITCARD may be zero.

Each card is read and printed
immediately.

Number of discrete ordinates directions
per octant,

Number
Number
Number
Number

of energy groups.

of x~direction coarse-mesh zones.
of y-direction coarse-mesh zones.
of z-direction coarse-mesh zones.

Left boundary condition 0/1 vacuum/
reflective.

Card 3

Right boundary condition vacuum (0)
only.

Bottom boundary condition 0/1 vacuum/
reflective.

Top boundary condition vacuum (0) only.

Front boundary condition 0/1 vacuum/
reflective.

Back boundary condition 0/1 vacuum/
reflective.

Problem type 0/1/2 Inhomogeneous source/
k-effective/source plus fission

Card 4

0/1/2 Initial problem/restart from peri-
odic or time limit dump/restart from
final dump.
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Number of Word Name of
on Card Variable Comments

2 IQOPT 0/1 Source input option. No source/
energy and spatial shapes.

3 MT Total number of macroscopic cross
sections.

4 IHT Row of total cross section in cross-
section table.

IHM Last row of cross-section table.
I0UT Output option 0/1 print or/microfiche
selected scalar fluxes.
CONTROIL INTEGERS (6Il2) = = = = = = = = = = = = = = = = = - Card 5

1 LIMIT Maximum number of inner iterations al-
lowed in each group.

CONTROI. FLOATING-POINT NUMBERS (6El2.6) - = = = = = = = = = Card 6

1 EPS Convergence precision.

2 NORM Normalization factor. Volume integral
of inhomogeneous source is made equal
to NORM when IEVT = 0 or 2. If IEVT =
1, volume integral of fission source is
made equal to NORM. If NORM = 0, it is
not used.

3 DTIME After DTIME seconds a problem dump is
taken and execution is halted.

REMAINING DATA IN ORDER OF INPUT
Block Name and Number of
Dimension Format Entries Comments

IX(IM) S(I) IM Number of equally spaced fine-
mesh intervals for each x-
dimension coarse-mesh zone.

JY (TM) S(I) JM Number of equally spaced fine-
mesh intervals for each y-
dimension coarse-mesh zone.

KZ (KM) S(1) KM Number of equally spaced fine-
mesh intervals for each z-
dimension coarse-mesh zone.

XB (IM+1) S(E) IM+1 Boundaries of x-dimension
coarse-mesh zones.

¥YB (TM+1) S(E) IM+1 Boundaries of y-dimension
coarse-mesh zones.

ZB (KM+1) S (F) IM+1 Boundaries of z-dimension

coarse-mesh zones.
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Block Name and
Dimension

REMAINING DATA IN ORDER OF INPUT

Format

Number of
Entries

Comments

WGT (M1)

UMU (M1)
ETA (M1)
7T (ML)
NDSCAT (IGM, IGM)

CHT (IGM)
IDCS (IM,JM)

Cross Sections
C(IHM,IGM)

S (E)

S (E)
S (E)
S(E)
S(I)

S(E)
S(I1)

6E12.5

Ml

M1
M1
Ml
IGM*IGM

IGM
IM*JM*KM

IHM*IGM*MT

Quadrature weights for one
octant.

x-dimension direction cosine yu
y-dimension direction cosine n
z-dimension direction cosine g

Matrix indicating for each
group whether (entry = 1) or
not (entry = 0) downscatter

is possible from other groups.
Used to avoid calculation of
scattering source when scat-
tering not possible or user
knows scattering cross section
is zero for all nuclides.
Enter IGM numbers sequentially
for first group, then for
second group, etc. Self-scat-
ter is a zero entry. For a
two-group problem the array
entries would be 0, 0, 1, O.
The one for the second group
indicates scattering from
group one to group two.

Fission spectrum.

Integers indicating which
cross section is in each
coarse-mesh zone. Enter
IM*JM numbers in KM separate
batches, each batch followed
by a terminator. Cross sec-—
tions are identified by the
order in which they are input
with ID numbers ranging from
1 to MT.

Each cross section is preceded
by a header card read with an
18A4 format. Then the block
of IHM*IGM cross sections is
read continuously
((C(1,IG),I=1,IHM)IG=1,IGM).
Cross sections are identified
by the order in which they are
input with ID numbers ranging
from 1 to MT.
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REMAINING DATA IN ORDER OF INPUT

Block Name and Number of
Dimension Format Entries Comments

Temporary S(E) IGM Inhomogeneous source energy
spectrum. Do not enter if
IEVT = 1.

SX(IT) S(E) IiT Inhomogeneous source x-dimen-
sion shape. IT = number fine-
mesh intervals in the x-dimen-
sion. Do not enter if
IEVT = 1.

SY(JT) S(E) JT Inhomogeneous source y-dimen-
sion shape. JT = number fine-
mesh intervals in the y-dimen-
sion. Do not enter if
IEVT = 1.

SZ (KT) S(E) KT Inhomogeneous source z-dimen-

sion shape. KT = number fine-
mesh intervals in the z-dimen-
sion. Do not enter if

IEVT = 1.

V. PROGRAMMING INFORMATION

In this section we describe the overall organization of
THREETRAN and define the function of its subroutines. We then con-
centrate on descriptions of the problem data storage and transfer

algorithms which are the most complicated aspect of the code.

A. Role and Function of Subprograms

Figure 2 shows the flow of a problem through the major subrou-
tines of THREETRAN. The main program sets the disk unit numbers,
the assumed size of SCM and LCM, and the time in seconds between
each periodic restart dump. Subroutine INITAL reads the problem
title cards, the control data, and the number of fine-mesh intervals.
It then computes the partitioning of storage between SCM, LCM, and
disk file and assigns storage pointers for SCM and LCM. It also
initializes the random access disk file request tables and zeroes
LCM and the flux disk file if one is needed.

Subroutine INANDI reads the remaining problem input; calls GEOM
to compute needed geometric functions; calls READQ to read
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rinput and Initializationﬁ
INITAL

INANDT

GEOM

READQ

L MAPPER )

y

Outer Iteration

P
OUTER

Inner Iteration
KSWEEP
JSWEEP

.
4 ISWEEP

INFLOW
SCALE

Take Dump

ves DUMPER
DKTRAN
LCTRAN

Periodic or
time limit dump
ime exceeded 2

Y

Inner iteration
converged ?

no Outer iteration

converged ?

Output FPRINT
Take Final Dump

Fig. 2.
Overall program f£low in THREETRAN.




inhomogeneous source data, intialize it, and store it; and uses
MAPPER to draw a schematic representation of the system.

Subroutine OUTER initializes the fission source if there is
one, calculates the source to a group, controls the inner iteration
within a group, calculates a new fission source, and controls the
iterations through the groups.

Within the sweeps through the planes made during inner itera-
tion, the clock time is checked to see if a periodic or time limit
restart dump should be taken. If so, DUMPER writes a dump on unit
NDUMP using LCTRAN to write data from LCM through SCM to NDUMP and
DKTRAN to transfer data from random access disk through LCM to SCM
to NDUMP.

After convergence of the outer iteration, subroutine FPRINT is
used to print or microfiche selected fluxes and to create an inter-
face flux file on unit NTAPE.

During the problem execution, several service subroutines are

used and their functions are listed in Table II.

TABLE IT
FUNCTION OF THREETRAN SERVICE ROUTINES

Name of Subroutine Function

REED Transfers data from LCM to SCM or from disk
to LCM

RITE Transfers data from SCM to ILCM or from LCM
to disk

SECTOR Calculates the number of 512 word sectors
required on disk units

CLEAR Stores a number in an array

ERROR Writes error messages

LOAD Reads problem input data

KADD Used to switch LCM addresses for overlapped
data transfer

DONE Tests to see if a disk unit has finished

data transmission
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B. Data Storage

THREETRAN uses a single common container array, labeled A, to
store all SCM data compactly. The length of this array is set in
the main calling program, presently to 40 000, and the first action
of the code is to zero the 40 000 words of SCM storage.

The general structure of the container array is shown in Fig.
3. The container array IA, used for control pointers and general
problem data, is equivalenced to A(l) and extends to IAEND (current-
ly equal to 220). From IAEND to LIX are stored disk request table
data which must remain undisturbed during problem dump taking, and

from LIX to LAST are stored general problem data.
A similar arrangement is used for storage in LCM with addresses

running from 1 to KLAST with KLAST less than MAXICM which is current-
ly 370 000 words.

1
j‘
problem control data _1_1aEND
disk request tables A nIx
general problem data
LAST
unused
-1 MAXSCM
Fig. 3.

Structure of A array.
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The contents of the IA position of the A array are defined in
Table III. If there is no entry for some word in the table, the
word is not used. A study of Table III conveys much general infor-
mation about the THREETRAN program.

C. Data Management Algorithms

The numerical schemes used in THREETRAN are elementary; the
data management techniques are not. That is not to say that data
transmission is highly optimized in the code. Indeed, because of
the complexity of the problem, simplicity was given equal weight
with efficiency when decisions were made.

THREETRAN is organized to run as large problems as possible by
fitting data within the three hierarchies of storage: SCM, LCM, and
disk. For bulk transfers LCM is essentially as fast a memory as
SCM so that the strategy chosen attempts to keep as much of the
time-consuming parts of the calculation as possible within SCM and
LCM and to use disk storage as a last resort. Similarly, if disk
storage is used, an attempt is made to overlap data transmission
with problem execution. Nevertheless, in large problems THREETRAN
is data-transmission limited, particularly in the calculation of
the source to the group where masses of data must be moved to per-
form trivial arithmetic. In this area we have tried to simplify
the calculation by skipping the computation of the fission source
contribution whenever the fission spectrum value for a group is
zero and by skipping the computation of the scattering source when-
ever scattering from other groups to the group at hand is not pos-
sible. The latter decision is facilitated by having the user pro-
vide an array, NDSCAT, to define the possibilities.

In the following sections we define the data transmission
algorithms in THREETRAN and describe their operation.

1. LCM and Disk Data Transmission. Two subroutines, REED
and RITE, are used to transmit data in THREETRAN. Subrbutine REED

moves data from LCM to SCM or from random access disk file to LCM.
Subroutine RITE transfers data in the opposite direction. Both use
system~dependent routines. The LCM-SCM transfers are made from a

starting address in LCM to a starting address in SCM in a block of
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TABLE III

CONTENTS OF COMMON BLOCK IA WITHIN A ARRAY

Pointer
Position Name for Array

1 Ml

2 IGM

3 M

4 JM

5 KM

6 IBL

7 IBR

8 IBB

9 IBT
10 IBF
11 IBA
12 IEVT
13 ISTART
14 IQOPT
15 MT
16 IHT
17 ITHM
18 I0UT
19 LIMIT
20

N
w

Remarks

Number of directions

Number of groups

Number of coarse-mesh intervals in x-direction
Number of coarse-mesh intervals in y-direction
Number of coarse-mesh intervals in z~-direction
Left boundary condition indicator

Right boundary condition indicator

Bottom boundary condition indicator

Top boundary condition indicator

Front boundary condition indicator

Back boundary condition indicator

Problem type indicator

Starting option indicator

Inhomogeneous source option indicator

Total number of macroscopic materials

Position (row) of total cross section in cross-
section table

Length of cross-section table
Output indicator
Maximum number of inner iterations per group

8pointers for SCM arrays begin with L; pointers for LCM arrays begin with K.
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TABLE III (cont)

Pointer
Position Name for Arraya Remarks

21

22

23

24

25 EPS Problem convergence precision

26 NORM Problem normalization factor (floating point)

27 DTIME Time after which problem dump is taken and
problem halted

28

29

30

31 M2 M2 = 2 x Ml

32 Igs Position (row) of scattering cross section in
cross—-section table

33 IHF Position (row) of fission cross section in
cross~section table

34 ITP ITP = IT + 1

35 JTP JTPp = JT + 1

36 KTP KTP = KT + 1

37 IT Number of x-direction fine-mesh intervals =
M
X IXy
i=1

qpointers for SCM arrays begin with L; pointers for LCM arrays begin with K.
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Position
38

39

40
41

42
43

44
45
46
47
48
49
50
51
52

Name
J7T

KT

IG
LIX

LJY

LKZ

LXB
LYB
LZB
LDX
LDY
LDZ
LRDX
LRDY
LRDZ

Pointer
for Array

IX(IM)

JY (JM)

KZ (KM)

XB (IM+1)
YB (TM+1)
ZB (KM+1)
DX (IT)
DY (JT)
DZ (KT)
RDX (IT)
RDY (JT)
RDZ (KT)

TABLE III (cont)

Remarks

Number of y-direction fine-mesh intervals

Number of z-direction fine-mesh intervals
KM

2 Kz,

k=1
Group index in OUTER

Number of fine-mesh intervals in each x-direc-
tion coarse-mesh zone

Number of fine-mesh interwvals in each y-direc-
tion coarse-mesh zone

Number of fine-mesh intervals in each z-direc-
tion coarse-mesh zone

x-direction coarse-mesh boundaries
y-direction coarse-mesh boundaries
z-direction coarse-mesh boundaries
AX.

i
AY.

]
AZk
2/8%,
2/AZk

%pointers for SCM arrays begin with L; pointers for LCM arrays begin with K.
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Position

53

54

55

56
57
58
59
60
61

62

63
64
65
66
67

TABLE III (cont)

Pointer

Name for Arraya
LIDX IDX(IT)

LIDY IDY(JT)

LIDZ IDZ (KT)

LE E(IT)

LND NDSCAT (IGM, IGM)
LC C(IHM,MT)xIGM
LCT CT(IT)

LST SI(IT)

LIDCS IDCS (IM,JM) xKM
LCHI CHI(IGM)

Remarks

Integers indicating which coarse-mesh zone
each fine-mesh x-dimension interval belongs
to. Array is preceded and followed by zeroes
in memory

Integers indicating which coarse-mesh zone
each fine-mesh y-dimension interval belongs
to. Array is preceded and followed by zeroes
in memory

Integers indicating which coarse-mesh zone
each fine-mesh z-dimension interval belongs
to. Array is preceded and followed by zeroes
in memory

Error at each space point during ISWEEP

Array indicating whether or not downscatter
to a group is possible

Macroscopic cross sections rearranged to this
configuration as they are loaded

Total cross section for use in ISWEEP
Total source for use in ISWEEP
Cross—-section zone identification numbers

Fission spectrum

@pointers for SCM arrays begin with IL; pointers for LCM arrays begin with K.




TABLE III (cont)

Pointer
Position Name for array Remarks

68

69

70

71 LWGT WGT (M1) Quadrature weight

72 LMU UMU (M1) x~-direction cosine

73 LETA ETA (M1) y-direction cosine

74 LZI Z2I(M1) z-direction cosine

75 LUY UY (M1) an/AYj calculated in JSWEEP for use in ISWEEP

76 LUZ Uz (M1) 2£m/AZk calculated in KSWEEP for use in JSWEEP
and ISWEEP

77

78

79

80

81 LJIN JINDEX (NJBLOC) Number of lines in each j (y-dimension) block

82 LKIN KINDEX (NKBLOC) Number of planes in each k (z-dimension) block

83 LGIN IGNDEX (NGBLOC) Number of groups in each g (energy-group) block

84

85

86 LBX BX (M2) Boundary angular flux array (x-dimension) used
in ISWEEP )

87 LBY BY(M2,IT) Boundary angular flux array (y-dimension) used
in JSWEEP

3 ®pointers for sScM arrays begin with L; pointers for LCM arrays begin with K.
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Position Name
88 LBZ1
89 IBZ2
90
91 LF
92 LS
93 LPH1
94 LPH?2
95 LPH3
96 LPH4
97 O
98 LSX
99 LSY

100 LSZ
101 JBLOC
102 NJBLOC

TABLE III (cont)

Pointer
for array
BZ1l (M2,IT,JBLOC)

BZ2(M2,1T,JBLOC)

F(IT,JBLOC)
S(IT,JBLOC)
PH1 (IT,JBLOC) xIGM

PH2 (IT,JBLOC)xIGM
PH3(IT,JBLOC) xIGM
PH4 (IT,JBLOC)xIGM
Q(IT,JBLOC)xIGM
SX(IT)

SY (JT)

SZ(KT)

Remarks

Boundary angular flux array (z-dimension,
n<0) used in KSWEEP

Boundary angular flux array (z-dimension,
n>0) used in KSWEEP

Fission source array
Source-to-the-group array

Integral of angular flux for directions n<o0,
£<0

Integral of angular flux for directions n>0,
£<0

Integral of angular flux for directions n<g0,
£>0

Integral of angular flux for directions n>0,
£>0

Inhomogeneous source array (not required if
IEVT = 1)

Inhomogeneous source x-dimension shape (not
required if IEVT = 1)

Inhomogeneous source y-dimension shape (not
required if IEVT = 1)

Inhomogeneous source z-dimension shape (not
required if IEVT = 1)

Size (number of lines) of j blocks
Numbexr of j blocks

qpointers for SCM arrays begin with L; pointers for LCM arrays begin with K.
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Pointer

Position Name for array

103 KBLOC

104 NKBLOC

105 KC

106 KIDCS

107 KBzl

108 KBZ2

109 KF

110 KS

111 KPH1

112 KPH2

113 KPH3

114 KPH4

115 KQ

116 ksl

117 KS2

118 KS3

TABLE III (cont)

Remarks

Size (number of planes) of Xk blocks

Number of k blocks

LCM address of cross—section storage

ICM address of cross-section identification

numbers

LCM address of boundary angular fluxes BZ1l

LCM address of boundary angular fluxes BZ2

Indicator for LCM address
KF = KFA or KFB

Indicator for LCM address
KS = KSA or KSB

Indicator for LCM address
KPH1 = KPH1lA or KPHI1B

Indicator for LCM address
KPH2 = KPH2A or KPH2B

Indicator for LCM address
KPH3 = KPH3A or KPH3B

Indicator for LCM address
KPH4 = KPH4A or KPHA4B

of fission array
of source array
of flux array
of flux array
of flux array

of flux array

LCM address for inhomogeneous source array

LCM flux pointer generated in KSWEEP and used

in JSWEEP

LCM flux pointer generated in KSWEEP and used

in JSWEEP

LCM flux pointer generated in KSWEEP and used

in JSWEEP

%pointers for SCM arrays begin with L; pointers for LCM arrays begin with K.
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Position

119
120
121
122
123
124

125
126
127
128
129
130

131

132
133
134
135
136
137
138

Name
IGBLOC
NGBLOC
KBZWDS
KBZ2WD
KSWDS

KPHWDS

KPH2WD
KPH4WD
KIDWDS
KCWDS
KFWDS
KOWDS

Ks4

KFN

NPHWDS
NPH2WD
NPHAWD

Pointer

for array

TABLE III (cont)

Remarks

Size (number of groups) of g blocks

of LCM words in BZ1l array

in

in

in
in
in

in

S array
PH1, PH2, PH3, or PH4

IDCS array
cross—section array
fission array

inhomogeneous source

LCM flux pointer generated in KSWEEP and used

of disk words for one flux component

Number of g blocks

Number

KBZ2WD = 2X KBZWDS

Number of LCM words
Number of LCM words
array

KPH2WD = 2X KPHWDS

KPHAWD = 4X KPHWDS

Number of LCM words
Number of LCM words
Number of LCM words
Number of LCM words
array

in JSWEEP

Not used

Number

NPH2WD = 2X NPHWDS

NPH4WD = 4X NPHWDS

@pointers for SCM arrays begin with I; pointers for LCM arrays begin with K.
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Pointer
Position Name for array
139 NSWDS
140 NQWDS
141 NFWDS
142 NSECQ
143 NSECP
144 NSECS
145 NSECF
146 1J
147 IJN
148 TJINK
149 KSS
150 IG2
151 MAXSCM
152 MAXLCM
153 NINP
154 NOUT
155 NSOUR
156 NQ
157 NF

TABLE III (cont)

Remarks

Number of disk words for source-to-group

Number of disk words for inhomogeneous source

Number of disk words for fission source

Number of 512 word
source disk

Number of 512 word

Number of 512 word
disk

Number of 512 word
disk

IJ = IT*JBLOC
IJN = IJ*NJBLOC
IJNK = IJN*KBLOC

LCM indicator used
source

Index used in loop
Size of SCM
Size of LCM

sectors on inhomogeneous

sectors on flux disk

sectors on source-to-group

sectors on fission source

in OUTER for inhomogeneous

within each group block

Unit number of input unit

Unit number of output unit

Unit number of source-to-group unit

Unit number of inhomogeneous source unit

Unit number of first fission source unit

@pointers for ScM arrays begin with L; pointers for LCM arrays

begin with K.
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Position

158
159
160
161

162
163
164
165
166
167
168
169

170
171
172
173
174
175
176

Name

Pointer
for array

NFN
NPHI
NC
NREAD

NTAPE
NFICHE
NDUMP

DUMPT

OINTO
EV
TF
TQ
AIROR

TIME

TABLE III (cont)

Remarks

Unit number of second fission source unit
Unit number of flux unit
Not used (to be used for cross-section file)

Indicator for storage mode 0/1/2 all LCM/flux
and inhomogeneous source on disk/flux, inhomo-
geneous source, source-to-group and fission
source on disk

Unit number of final flux output
Unit number for microfiche output

Unit number for problem dumps

Time since last periodic dump or since problem
began (seconds)

Outer iteration number

Current value of eigenvalue

Volume integral of fission source

Volume integral of inhomogeneous source
Error in inner iteration

Ratio of TF + TQ to TFP + TQ

Cumulative elapsed problem time in seconds

@pointers for SCM arrays begin with L; pointers for LCM arrays begin with K.




Pointer
Position Name for array?

177 TFP
178 REV
179 EVA
180 LRTQ RTQ(20)
181 LRTS RTS(20)
182 LRTF RTF (20)
183 LRTP RPT(20)
184 LRTNF RTNF (20)
185 KFA
186 KFB
187 KSA
188 KSB
189 KP1lA
190 KP2A

W
W

8pointers for SCM arrays begin with L; pointers for LCM arrays begin with K.

TABLE III (cont)

Remarks

Volume integral of fission source from previous
outer iteration

1/EV

Value of EV from previous outer iteration
Disk request table for inhomogeneous source
disk

Disk request table for source-to-group

disk

Disk request table for first fission

source disk

Disk request table for flux disk

Disk request table for second (or new) fission
source disk

LCM address for first block of fission source
to be read

LCM address for second block of fission source
to be read

LCM address for first block of source-to-group
to be read

LCM address for second block of source-to-
group to be read

LCM address for first block of flux ¢l to be
read

LCM address for first block of flux ¢2 to be
read
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Position

191

192

193

194

195

196

197
198
199
200

201
202
203
204
205
206
207

Name

Pointer
for array

KP3A

KP4A

KP1B

KP2B

KP3B

KP4B

PTIME
IGMAX
IGl
I1FB

IITNO
X
KMAX
KMAXP
Kl

K2

K3

TABLE III (cont)

to be

to be

to be

to be

Remarks

LCM address for first block of flux ¢3 to be
read

LCM address for first block of flux ¢4 to be
read

LCM address for second block of flux ¢l

read

I.CM address for second block of flux ¢2

read

ILCM address for second block of flux ¢3

read

LCM address for second block of flux ¢4

read

Time between periodic dumps
Number of groups in a g block
Index for loop over group blocks

After a restart from a periodic or time
dump, IFB switches problem execution to
forward or backward sweep in KSWEEP

Inner iteration number

Plane index

Maximum number of planes in a k block
KMAXP = KMAX + 1

Index used in loop over k blocks
Index used in loop within k block

Index used in loop within k block

8pointers for SCM arrays begin with L; pointers for LCM arrays begin with K.

limit
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Pointer

Position Name for array

208 NSTART

209 L

210 LAST

211 KLAST

212 LSTART

213 KSTART

214 NSECT

215 IAEND

216

217

218

219

220

TABLE III (cont)

Remarks

Flux sector indicator used in KSWEEP
Index used in loop over k blocks
Address of last word in SCM

Address of last word in LCM

Address of first word in SCM to be used in
dump data transfers

Address of first word in ILCM to be used in
dump data transfers

Flux unit sector address used in KSWEEP
End of IA block within A array

8pointers for SCM arrays begin with L; pointers for LCM arrays begin with K.




arbitrary ‘length. The disk-LCM transfers are made from the begin-
ning of an arbitrary 512-word sector on a specified unit to a begin-
ning address in LCM in a block of arbitrary length. Two disk op-
tions are allowed in both REED and RITE. One option insists that
the disk unit be finished with prior transmission before beginning
the desired transmission,. but does not wait for the transmission to
be finished before returning to problem execution. The other option
does not check to ensure transmission completion before beginning,
but does check for completion before returning to problem execution.

All of the random disk transmissions in THREETRAN are made us-
ing REED and RITE. However, sequential disk transmissions are made
in FPRINT to write a microfiche file and a standard interface file
and in DUMPER and INITAL in connection with reading and writing a
dump file. A detailed definition of the argument lists in REED and
RITE is given in the program listing.

2. Data Storage and Data Blocking. The general strategy of
THREETRAN is to divide the range of the variables JT, XT, and IGM

into blocks small enough to fit the problem into available storage.

That is, JT, which defines the number of lines in a plane, is di-
vided into NJBLOC blocks of JBLOC lines each. Then, the dimension
of arrays associated with lines and stored in SCM is limited to
JBLOC words rather than JT words. Because JT may not be evenly
divisible into JBLOC words, we use an array, JINDEX(NJBLOC), to
indicate the number of lines in each block. The first NJBLOC-1 of
these blocks have JBLOC lines and the last block has < JBLOC lines.
For example, suppose JT = 47 and JBLOC = 8. Then NJBLOC = 6, and
JINDEX consists of 5 entries of 8 and a last entry of 7.

Similar blocking is performed for planes and groups. Figure 4
summarizes the variables involved.

The algorithm for determining block size proceeds as follows.
All the arrays listed in Table III are stored in SCM except for two
boundary angular flux arrays (BZl and BZz2), four flux arrays (PHL,
PH2, PH3, and PH4), a fission source array (F), a source-to-the-
group array (S), and if IEVT # 1, an inhomogeneous source array (Q).
Allowing for the IA array space in the container, this storage re-

quires LNOW words. Then JBLOC is computed from

36



Lines Blocks Value of Planes Blocks Value of

JT = 13 NJBLOC = 3 JINDEX KT = 9 NRBLOC = 5 KINDEX
JBLOC = 5 KBLOC = 2
T —_— R ,
4 5 2
4 —_— 2
-+ 2
L 5 —
+ 1
4 3
b
Groups Blocks Value of
IGM = 11 NGBLOC = 4 IGNDEX
IGBLOC = 3
T 3
T 3
T 3
- 2
Fig. 4.

Examples of blocking parameters for lines, planes, and groups.
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JBLOC = (MAXSCM - LNOW)/((L + 2*M2)*IT) (19)

where I. = 6 unless a Q source is present and then L = 7. If this
number is larger than or equal JT, then all storage will fit in LCM
and no blocking is necessary, i.e., NJBLOC = 1 and JINDEX(l) = JT.
If JBLOC is negative or zero, the problem will not fit in LCM and
is aborted. Otherwise, the appropriate number of blocks is deter-
mined, values of JINDEX are calcﬁiated, and the storage for the
blocked arrays is allocated in SCM as though each array had JBLOC
lines. A total value of LCM storage is calculated and printed as
output.

A similar algorithm is used to determine the number of planes
and groups that fit in LCM. All of the cross sections (C), zone
identification numbers (IDCS), and boundary angular fluxes (BZl and
BZ2) are placed in LCM. This requires KNOW words of storage. Then,
for L. = 4 or 5 depending on whether or not there is an inhomogeneous

source, KBLOC is determined from

MAXLCM - KNOW

KBLOC = TIN® (D+3) (20)

IJN

IT*NJBLOC*JBLOC .

At this point, if KBLOC > KT, then all planes and at least one group
will fit in LCM and more groups may also fit. The next step is to

calculate how many more groups will fit from

MAXLCM — KNOW - IJNK*(L+3)

IGBLOC = 1 + TN

(21)
IJNK = IJN*KT
and to assign values for NGBLOC and IGNDEX. In this situation

NKBLOC = 1 and KINDEX(l) = KT. However, if KBLOC from Eg. (20) is
less than KT then KBLOC is recomputed from
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MAXLCM - KNOW

KBLOC = T3 .

(22)

The extra LCM storage space required is to allow two areas in LCM
for each array for staged data transmission. For example, fluxes
are read from disk into one area while fluxes in the other area are
being used for computation. Such staged transmission is performed
only if the planes are blocked.

After KBLOC is calculated, values of NKBLOC and KINDEX are
computed and the rest of LCM storage is allocated. In this situa-
tion there are IGM group blocks and IGBLOC = 1. If KBLOC from Eqg.
(22) is less than or equal zero, the problem will not fit in LCM
and is aborted. In practice the controlling criterion is most
likely to be available computing times rather than storage space.
For example, a five-group, S4,100 x 100 x 100 problem will fit
within 40 000 words of SCM and 400 000 words of LCM.

The above algorithms define three distinct storage modes.
These are described in Table IV. In the problem output a storage
description is given and the value of NREAD is printed.

After storage allocation is complete, the required LCM storage
is zeroed, and the number of disk sectors for each of the random
disk units is computed. After initialization of random disk request
tables, and if NREAD > 0, the flux disk file is initialized to zero.

With data blocking, normal do loops over an index are replaced

by two loops. For example, the loop

TABLE IV
THREETRAN STORAGE MODES

Value of Mode Indicator

NREAD Description of Mode
0 Problem contained entirely within LCM.
No disk files used.
1 All planes fit within LCM.

Groups are blocked.
Disks used for group-dependent data but
no staged data transmission.

2 Planes and groups are blocked.
Disk data transmission is staged.
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DO 100 K =1, KT

100 Continue

is replaced by

K=20

DO 200 K1 = 1,NKBLOC
KMAX = KINDEX(K1)

jole) 100 K2 = 1,KMAX
K=K +1

100 Continue

200 Continue

with the separate K index being calculated to address arrays that
are not blocked. If disk transfers are required, they are made out-
side the interior loop, either before or after. Similar loops are
made for lines or groups as needed, but the only data transmission
required in loops over lines is to or from LCM from or to SCM.

3. Disk Assignment. The disk units assigned for THREETRAN

and their use are given in Table V. Units 1 through 5 are random
access files for which system disk request tables are established
at the start of a problem. No unit is opened unless the problem

actually needs the unit.

4, Staged Data Transmission. If NREAD = 2 and planes are

blocked, then simultaneous data transfer and computation are allow-
ed. A similar algorithm is used in all cases, but an example from
KSWEEP is illustrative. There, inside the K1 loop, flux and source-
to-the-group data are read before the K2 loop (refer to the sample

do loops given in Sec. 2 above), and new fluxes are written after
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TABLE V
DISK ASSIGNMENT IN THREETRAN

File Name File Number Use

NINP 10 System Input

NOUT 9 System Output

NSOUR 1 Source to a group
NQ 2 Inhomogeneous Source
NF 3 Fission Source

NFN 4 New Fission Source
NPHI 5 Flux

NTAPE 6 Flux interface file
NDUMP 7 Dump

NFICHE 14 Microfiche output

the K2 loop is complete. When K1 = 1, a read is initiated to fill
the first LCM block for each array, and a second read is started
for the second LCM block. Computation proceeds while the second
read is being processed. At the end of the K2 loop new fluxes are
written on the flux disk file from the first LCM block. Then LCM
addresses for the first and second blocks are interchanged and the
fluxes and sources are read into the second block (which now has
first block addresses) while computation proceeds from the first
block (but with second block addresses). This alternation contin-
ues until K1 = NKBLOC when no more data need be read.

When NREAD = 2, staged data transfers are made for the inhomo-
geneous source, fission source, and fluxes in calculating the source
to the group in OUTER; for generating the new fission source in
OUTER; and, as just described, for reading the source-to-the-group
and reading and writing fluxes in KSWEEP.

5. Calculation of the Source-to-a-Group. Subroutine OUTER

consists of three major functions, all performed within the same
two-group do loops on the integers IGl and IG2. These functions
are the calculation of the source-to-the-group IG, the control of

the inner iteration for this group, and, if IEVT > 0, the
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calculation of a new fission source. Each of these operations in-
volves its own sweep over the planes with do loops on the integers
K1l and K2, with the inner iteration planar sweep being controlled
in subroutine KSWEEP.

The first step in the OUTER group loop is to read all the
cross sections for the group from LCM to SCM.

To begin the calculation of the source-to-the-group (STG), if
IEVT # 1 and NREAD = 1, the inhomogeneous source is read from disk
to LCM for all groups in a group block. If NREAD = 2 this read is
done for all planes in each plane block inside the K1 loop and data
transmission is staged. When NREAD = 0, this read is a transfer
within LCM from the inhomogeneous source locations (XQ) to the STG
locations (KS) within a K2 loop.

If IEVT > 0, the fission fraction CHI(IG) # 0, and NREAD = 2,
the fission source is read in a staged data transfer from disk to
LCM. A check is made at this point to ensure that the STG unit
NSOUR is finished transmission (subroutine DONE) because the next
calculation involves the LCM address of the STG. Within SCM, the
STG block (S) is first cleared and then, if there is an inhomogene-
ous source present, it is read from LCM to SCM. If there is a fis-
sion source for the group in question, it is read from LCM to SCM,
added to S and the result is stored in LCM. If there is no fission
source for the group and no inhomogeneous source, zero is stored in
LCM.

All the above manipulations create an STG in LCM for all
planes in a block. The STG may be zero, may be an inhomogeneous
source only, or may be an inhomogeneous source plus a fission source.
To the STG is added the scattering source. Computation of the scat-
tering source requires a loop over the groups. Because this loop
is already within the main loop over groups, different indices,

IHl1 and IH2, are used. The index for the group from which scatter-
ing occurs is IH. Three special parameters are also used, ILAP,
IREAD, and IHN. The first of these is used to indicate if staged
data transfer is being performed so that LCM address interchange
can be performed. Even if NREAD = 2 there may be no need to over-

lap data transmission and calculation because scattering from the
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group of next highest energy may not be possible. The parameter
IREAD is used when NREAD = 1 to indicate whether or not scattering
is possible from any group in the group block, and IHN then indi-
cates the current or "now" group from which scattering occurs. 1If,
for NREAD = 1 and after scattering source calculations are complete,
IHN = IGl, then the reading of the flux block for the within-group
calculations can be omitted.

The calculation of the source-to-the-group begins by initial-
izing IH, IHN, and ILAP to zero. Then, inside the IH1l loop, if
NREAD = 1, IREAD is calculated as the sum of NDSCAT for all groups
that can scatter to group IG, and, if IREAD # 0, IHN is set equal
to IHl1 and the appropriate block of group fluxes is read. Then the
IH2 loop over the groups in the block is begun. Inside this loop,
if no scattering is possible, the remainder of the calculation is
skipped. Otherwise, there are two paths.

First, if NREAD = 2, the fluxes for group IH and plane block
Kl are read from disk file if IH = 1 or NDSCAT (IH - 1, IG) = 0 and
the fluxes for group IH + 1 are read if IH # IGM and NDSCAT(IH + 1,
IG) # 0. The first time group IH + 1 fluxes are read, ILAP is set
to one and LCM alternation begins. [Note that this flux reading
and all the rest of the calculations in this paragraph are skipped
if NDSCAT (IH, IG) = 0.] Next a sweep is performed through the
planes in a plane block and the scattering source contribution from
group IH to group IG is computed, added to the STG, and stored in
LCM.

After the K2 loop is complete, i.e., after calculation of the
scattering source for all planes in the block, LCM flux addresses
are interchanged and the next scattering group is considered. When
the scattering source group loop is complete, the entire STG is
transferred to disk file if NREAD = 2 and the LCM addresses of the
STG and fission source are interchanged.

All of the above calculations are repeated for each block of
planes.

6. Control of Inner Iteration. If NREAD = 1 and IHN # IGl,

then all the fluxes for the group block are read from disk. If
NREAD = 0 the fluxes are read from LCM in KSWEEP and if NREAD = 2
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they are read from disk to LCM in KSWEEP and then read from LCM to
SCM.

After inner iteration and if NREAD = 1, the newly calculated
fluxes from group IG are stored on disk. This must be done separ-
ately for each group in the group block rather than once for all
groups so that the STG calculation can use the latest flux values.

7. Calculation of the New Fission Source. If IEVT = 0, cal-

culation of the fission source is skipped. Otherwise, unless NREAD
= 2, there is no disk storage required. When NREAD = 2, a staged
read and write of the disk unit NFN is performed for blocks of
planes. The fission source being used in the outer iteration is
stored on unit NF, and after the outer iteration is finished the
units are interchanged. The reading of unit NFN is skipped if IG =
1l because the read is to permit addition of the contribution being
calculated to those previously calculated.

8. Dumps. Both the writing of the dump file and the reading

of a restart dump file are performed by subroutine DUMPER. The
dump is always written in the same way on the same unit. Dumps are
taken from subroutine KSWEEP if the time since the last periodic
dump exceeds the parameter PTIME seconds where PTIME is set in the
main THREETRAN program or if the execution time of the problem, ei-
ther restart or initial problem, exceeds the input parameter DTIME
seconds. A dump is also taken at the end of OUTER before final
printing. The use of the dumps is described in the section on pro-
gram options above. Here, the data transfer associated with a dump
is described.

Two auxiliary subroutines are used in transferring data during
reading or writing of dumps. Subroutine LCTRAN transfers data be-
tween LCM, SCM, and the dump unit. Either the contents of ILCM are
passed through SCM in units of the available SCM memory to the dump
unit, or LCM is filled, via SCM, by reading from the dump unit.
Subroutine DKTRAN performs a similar function by transferring ran-
dom disk data through LCM, in units of the available ILCM storage,
through SCM (using LCTRAN) to the dump unit or by performing the
inverse operation.

During the writing of a dump, if NREAD = 2, the first step is
to check to see if all other applicable disk transfers are complete.
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Then certain basic parameters are computed and written on unit
NDUMP along with the contents of SCM. Next the contents of LCM

are written on NDUMP. 1If NREAD = 0, the contents of SCM, destroyed
by the LCM to NDUMP transfers, are restored by reading from NDUMP
to SCM and the taking of the dump is complete. If NREAD > 0, the
contents of the appropriate random disk files are saved as well and
in this case the original contents of LCM as well as of SCM must

be restored. Here, in the restoring of SCM, it is essential not to
disturb the disk request tables which have one status before the
dump is taken and another afterwards. Thus, when reading from
NDUMP to restore SCM, the request table area of SCM is skipped.

In reading a restart dump, the problem begins just as an ini-
tial problem until the control parameter input is read in INITAL.
Then, if ISTART > 0, the dump parameters and the contents of SCM
are read from NDUMP to initialize all storage parameters. At this
point control is returned to the main program where IANDI is
skipped and OUTER is entered. 1In OUTER, if ISTART = 2 for restart
from a final dump, the dump is read immediately and a new outer
iteration is begun. If ISTART = 1, control passes to the call of
KSWEEP in which the dump is read and control is switched further
to the forward or backward sweep through the planes, depending on
where the dump was written.

In reading the dump upon restart, two times initialized in the
main program during restart are saved during the reading of the dump
and restored after the reading is complete. Next, dump control
parameters and the contents of LCM are read from NDUMP. If NREAD >
0, then the disk request tables are initialized and the random disk
contents are read from NDUMP and placed on the appropriate disk
unit. After this, or also if NREAD = 0, the contents of LCM and
then SCM are restored by reading from NDUMP.

For a 10-group 50 x 50 x 50 problem there would be 5 x 106
fluxes alone so that the disk file NDUMP would require several

tapes to hold its contents.
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D. Problem Printed Output

A copy of an output listing for a small three-dimensional test
problem is displayed on the following pages. In the listing the
printing of the input control parameters and the number of fine-mesh
intervals is followed by a recapitulation of problem storage. 1In
the sample problem, MAXSCM and MAXLCM have been artificially re-
stricted to 4 000 and 30 000, respectively, to force NREAD to be 2.

After the storage summary, remaining problem input is printed
in the order of input. Note that only the cross-section header
cards are printed.

After problem input is printed, a mesh-spacing summary is given
and a description of the system is drawn. At this point outer iter-
ation begins. The problem shown was run taking periodic dumps
every 30 s and restarted several times. The details of the outer
iterations are omitted, but the final listing shows the prob-
lem required five outer iterations. The scalar flux is printed for

the outside planes in both groups.

VI. PROGRAM TESTING AND SUGGESTED FUTURE MODIFICATIONS

A. Program Testing

THREETRAN was checked on 11 test problems before running a
full-scale problem. These problems included an example of each
eigenvalue type, i.e., an inhomogeneous source problem, a keff
problem, and a source plus fission problem. In each case a two-
dimensional version of these problems was first checked by compari-
son with results from a modified TWOTRAN—II.3 The TWOTRAN program
was altered to prevent negative flux fixup and omit the coarse-
mesh rebalance. THREETRAN was rendered two-dimensional by setting
either UZ, UY, or UX to zero. Thus, the same two-dimensional
problem could be run three different ways to gheck functioning of
different parts of THREETRAN, and this was done.

After agreement with a two-dimensional calculation was ob-
tained, a three-dimensional problem was run for each problem type
in the fastest storage mode (NREAD = 0). Then, storage allowed
was artificially reduced to permit checking of each of the problem
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types in each of the other two storage modes. Finally each problem
type was checked for each type of dump in each storage mode.
Two-dimensional testing was also performed before calculation
of the full-scale test problem which was a one-eighth assembly
representation of ZPPR-4 Phase 1 experiment. The details of this
calculation are described in Ref. 5. An S4, 29 x 29 x 22 (x,Y,2),
six-group, keff calculation was performed with 4 axial zones,
25 y~dimension zones, and 28 x-dimension zones. THREETRAN results
at the system midplane for relative 235U and 239Pu fission rates
as a function of x compared well with experiment and agreed quali-
tatively with Argonne National Laboratory (ANL) two-dimensional

calculations.,

B. Suggested Future Modifications of THREETRAN

THREETRAN 1is presently limited to downscatter and isotropic
scattering problems. The first of these limitations is probably
not serious for fast reactor calculations and in any event is
trivial to remove. Addition of one input parameter, IHS, to the
input would make possible the inclusion of upscattering. For
IEVT = 0, however, no outer iteration would be performed unless
the program was modified. Adding anisotropic scattering would be
more difficult, although if the four-component flux treatment were
eliminated, storage algorithms would, if anything, be simpler. For
example, if PHl1 were the scalar flux, then PH2, PH3, and PH4 could
be used for the w, n, and £ components of the flux. Present data
transmission to update the scalar flux after each quadrant of the
computation could be eliminated.

Perhaps the most important improvement to THREETRAN, and the
area in which I think work should concentrate, is the upgrading of
convergence acceleration algorithms. With state-of-the—art meth-
odology, perhaps the simplest improvement would be the use of a
Chebyshev outer iteration acceleration. This would mean storing
another fission source if the ANL algorithm as modified by LASL6
were used, but the fission source is not group dependent.

The potentially very powerful modified diffusion theory accel-

eration algorithm of Alcouffe and Lewis,l’2 might be too expensive
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in both storage and computation time unless it can be implemented

in one or a combination of the following variants:

1. Inner iteration acceleration only. Then perhaps
available storage could be used for both the
transport and diffusion theory calculation.

2. Diffusion theory calculation on a coarse mesh
instead of the fine mesh.

3. Diffusion theory flux synthesis.

Experimentation presently under way in two dimensions should

indicate the best options for three-dimensional application.
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000000808 000000000000000000R000RRERERNICRRNRRRRNRELRRaMATFRTIAL MAPSSEQ0R0EEaRtnNontatinadeioladediiiintedsianeoetetentate

Y MATERIALS BY BRNAD 20NE ¢ ORyGyN AT LOWER LEFT,
RoW M M IS NUMRER OF FINE INTERVA|S/BROAD ROW(COLUMN) .
4,5000 0000000009000000008
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[ ] . 4 0
1 12 9 l1e 1 1§
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040000 000000 00000v000000
22000 390000,000003000008
0 5000 5000 5000

M 2 4 8
COLUMN 1 2 3

THE SYSTEM FRONT BOUNDARY CONOITION 1S 0

OUTER ITERATION o EIGENVALUE g LAMBDA §.
GROUP  ITERATION NUMRER ERROR
1 1 1:84197E+03
1 ? 44,47019E¢02
1 3 1.,81596F 402
1 'y 3,09053E=-01
1 L 6,05539E=02
1 é 1,41852g-02
1 7 3,46197€-03
1 ] B,54T24E=04
P | 2416073E02
2 ? 4,R6925E400
2 3 8¢75894E~01
2 4 3,64781E-01
RESTARY DUMP TAKFN
? 5 1486903E-01
F4 6 1404252E~01
2 7 6,06548E=02




€S

CASF PROCESSED RY THREETRAN CODF nF  R/15/7% ON  24,71/76
THRTRAN DFBUR TrsT PRUPLEM SEVFN  UNSYMMETRIC (IN Y) WITH FISSION
INTERCRANGE Y AnD 2

3 ¥ NUMBER OF DIRFCTTIONS PFR OCTAMT

? 16m NuMRER OF [MeBRGy GROUPS

T IM NUMRER OF XentREaTIO0N COARSE wrSh ZONES

2 M NUMHER OF YentReCTION COARSE wrsH ZONFS

4 VM NUMRER OF ZentRpeTION COARSE wpanw ZONES

o IRL LEFT ROUNDARY CONNTTION A7) VacttiM/KEFLECTING

0 IBo RIGHT ROUNUARY CONNITION 0 ONi'Y FOR NOW

0 IRa BGTTCM HOUNDARY CONDIYION 0/1 VarUUM/REFLECTING

n IRY TOP gNUNDARY rONRITION g ONI' Y FAR NOW

0 I8F FROMT UUNDARY oONNITIUN 0 ONi'Y FOR NOW

0 THa HACK ROUNNARY_CANNTTION a/1 VaCHUM/REFIFCTING

? I1gvT PROPLEM TYPE “/1/2 SOURFE/K geFenTIVE/SOUReF PLUS FISSION

1 ISTAkY  0/1/2 INITAL PRARLFM/PESTARY EROM PERIODIC NUMP/RESTAKT FROM FINAL DUMP
1 10nPT SOUNCF INPUT NPTTON 473 NO SONPAF/ENERGY aNp SPATIAL SHAPES
3 »T TOTAL NUMBER nF MacROSCOFIC conSS SECTIONS

3 IKTY ROW CF TOTAL ¢RNSS SECTINN

§ IHM LAST ROW OF r008&S SECCTION TaRiF
-9 1007 OUTPLT OPTIOM 6/7 PRINT/FICHE Skl ECTED FLUXES

15 L1u1T  MAXINUM NUMRFR aF INNER ITERATIONS PER GROUP

7.000F=03 EP< CONVERGENCE PREFISION
T-000E°00 NOPM NORMAL TLATION FacTOR (NOT Uepn iF ZERO)
Re000E¢02 CTYME  RESTART DUMP TAkFN AFTER DTYMc SrCONDS aNp PROBLEM HALTED

RESTART DUMP REAN

1 4 9,52367E~04
2 1 3,33178E+03
2 2 2952811£03
2 3 1e55627€=03
2 4 B+53272£04

onvER ITERATINN S EIGFAyALUE  ,130ApEe0l LAMRDA  ,10010Fe0)
FXFCUTION TIMp (MINDTES) = G§434R42F~p1

RFSTART DUMP TAKSN
SCALAR FLUX FOR GPOUP 1 PLANE 7

X MESH ) X MESH ? X MESH 3 x vpSH 4 X MESH S X MESH 6 X MFSH T X MESH 8

18 LP3PVHIELT2  PGSRIZELFD «339342Fwp2  ,1974BpFap2 L, 466Y48E.02 o527922F=02  ,S55AR6TE~02  ,550867F«(2
v7 «PRYS3LE="2 «3E1EDE-ND 2442809F~02 .S72709F~02 «617435E=02 «696131E=02 «717342k 02 e717342F=02
16 (351493F<72  L476129E~ep R627C2F~p2  ,ARTBIOF-A2  ,793039E-02  LB91181E-g2 ,913R4bk-02  ,913646F-02
TS5 +6)114276%72  «5E4P52E"A? < 655346E-(2 «T73836E"02  +91€0635E=02  +103289E-Q) 01 6625E%01 «1060625F=0}
74 ShATV1BIFET2  ¢581753E a2 *692907F 92 *A1?2191E"p2  +95]193E-¢2 *107481E701 *112336E%01 *112336F%0)
73 2ASTRTFE="2  J6aPQ62E=F? «T19700E~02 «R11922E=42  +96T0R6E=p2 2108765€~g1 «114034E=01 «114034F=0]

X MESH 9 X MgSH 14 X MESH 11 X MESH 912 X MESH 13 X MESH 14 X MpSH




7S

iR «5279226-"2
17 69 INF=T?
Ve «RG)IAIE="2
15  .103280F="1
T4  L1nT4R1E="1
13 .10R76sg-"1

SCAI AR FLUX FOu GrouP

X MESH '

456693F<"2
A5R,)979F="2
chhL4PYIE="2
*464299E°72
*45A90F7 "2
*ASRRICE""2
e45TA13F~"2
CGdTIRF="2
*411427E772
¢351492F="2
+PRYEIES"2
«23218%F="2

Bt Bl B}

=NSEVNOCNDOD - N

X MESH 9

11023871
J110R64E="Y
«112050F="
1295°E=")
B RTLLYTEAS]
110239771
«1pRTACE="]
«107481F=")
«1032R0E="1
+891170E=-"2
+69A12qE="2
«527910g="2

-y gy

TVWENDINDOD =N

sCat AR FLUX FOp GnoupP

X MESH )

78  J18p117F="2
Y7 272318 F."2
6 e2A1GTE~"2
15 #3)SBZRE="2
T4 «34LhBIIE~"2
13 «35773%E~"2

X MESH 9

o4n6202F="2
W533367F=72
«679734E="2
78363 F= 2
«BIASICF~"2
.83337Ag-"2

bl R Rt et b ]
Wrnew @

S¢a1 AR FLUX FOP GoOUP

«4EASLAE=Tp
«H17435E~32
«T8FIGE~AD
«916635E~3>
«IEI193E~42
«9ETHBEE=AD

Te PLANE 3

X MESH ?

.606797E-5?
«O1ATISE~AD
*H1RT16L=RD
*6167)16E"AY
*Hh1ATISE™ A
*AARTITE™ 4>
eHn2962E~ 42
¢551753E" 42
*5C4251E™F>
«47A128E=-42
+3P1AD0E=R?
+2SRA90E=-AD

X MESH 14

TEIR6AEFP
«751200F=n?
w10AY TR~y
elemyTE~R
9G1290E~r>
e IPIG64E~RD
0967ARSE-57
«JE3192E=4>2
WW1AR34E~AD
o 7530378-3>
2017433g=-77
CHEARGGE=2D

s PLANE T4

X MESH ?

«22T118E-#2
W76 1169E-h2
*J€1465E~Fp
e12n15TE=h?
24S1175€"42
*2€IRIAE=A)

X MESH 1

#351509€~%>
W4EARIAE-FD
»3STRYVE=AD
*685005F=12
o 7113443g=F>
«129073g=-32

1¢ PLANE Y4

«397460F~02
+6522709F =02
«667810E-02
«773836F=02
+R12191F-02
«R31622¢=02

X MgSH 3

0719890F'02
723247F-02
+733821k=92
«733821E-¢2
e 723247F~p2
*7198Y9F~p2
e 710699F~ 02
«6929nTF~p2
*655345F~ 02
«562701F~02
+442808F=02
«339339F-02

X MESH 11

.R4599BF-02
.A51440F=02
«RK&252F-02
«R64252F~02
«A%1440F~02
«A45908F=F2
«R3I1922F=02
«R12191F=p2
+773835r=02
+.667808F=02
.522707E~02
.397477E=02

X MESH 3

.255194F-02
+330916F-02
«418976F~02
«4R6516E=¢2
«516222F-02
«534281F~g2

X MESH 11

«?97323E~02
.3R9370F=02
+695802E~02
.570961F<02
.6N0153£-02
»620502E~02

*e179342F =42
«4462B09E=02
«&42702E=02
h65346F~-02
+£92907g~-902
+710700g~02

X MESH A

LRA590Bp~02
LAE1440F <02
sRE4252E"n2
CRAG252E™H2
oﬁ:]kbog‘oz
*n4SYQHE 2
+821922E"n2
«A12191F~92
«773835E%¢2
AATBORE~02
&22707g-02
T4 TTE-D2

X 1FSH 12

. 719899F=n2
.72324Tf=pn2
«TB21F =02
«73U21E"n2
e T2324TF~n2
«71989E=42
¢ T7TN699E~n2
«hQPYNTE=n2
655345842
«&42TOlE=02
LA4280RE=02
«179339E=02

X MESH 4

#?2T323F=p2
9937 gF=n2
*415802F~p2
oR73961F~n2
2670153F~n2
«620502E~92

X MESH 12

228G 194E~4?2
«370916E~02
~4789TGE~N2
406516F=H2
«516222g~02
53428102

«?95H92E~02
+3181001E~v2
«4TO129E=02
+564257E«02
+591753E=02
«602962E-02

X MESH 5

«983564E-02
.991200E-02
*199171E~p1
s100171E"01
*9912n9E=02
«983564E%02
96 7nRSE=D2
¢953192E~p2
0916634E~02
+793U37E=~n2
.617433E-02
S466544E=02

X MCSH 13

,6R6T97E202
«610795E=02
«616716E-02
*616716E-02
e610795E-02
.650797E-02
0602962E=02
«591753E~0Q2
«554251E=-02
<4 T78128E-02
<301600E-02
»?95890E=02

X MESH 5

«353509E~02
L46L614E-02
05974015'02
#6859 45E=92
07]34‘3E'02
«727973E=q2

X MCSH 13

«227115E=02
«291169E-02
«61465E~02
«420157E-~02
<45117SE=~02
J463634E~02

2232183 ~(2
2289534£-02
«351493¢~02
0411427E~02
«447181E~02
+«45T7070E=-02

X MESH 6

«110238¢-01
.110864E-01
*112050K~01
*112050FE" 0
*110864E"01
*11023RE7¢)
¢108765£=91
*1074RIE~01
*)032R9E01
«891179¢C-02
«696129g=)2
«527919€-02

X MESH 14

0‘566905'02
+458092¢~02
«4064293E~02
2464293E~p2
«458092C-¢2
1456690092
*45T0T0E~02
44T180E~02
o611427€-02
«351492(~02
«289533F-02
«232182¢~02

X MESH 6

»406202E~(2
+533360F~02
e616734K~02
s 783639K=(2
«816590K=p2
«833376F~p2

X MESH 14

«180113E=¢2
+223180F~02
«269147E~02
«315825F-02
«346611E-02
«357732g-02

X MpSH 7

o 118165E=01
L 115963E-01
«11721%E701
*117215E701
s 115963E701
*115153E701
*114039E701
+112330E701
e10RA25E701)
«911645E=02
«717340E-02
+550863E-02

X MpSH

X MFSH T

«42357%~02
S547365E=02
«693165E~02
»8n87093E"02
«8%55453E" g2
«813500E*~02

X MfFSH

X HMESH ]

«115165¢=01
,115963F=01
°117214F=p}
*117214F=01
*115Y63F701
*115165F"01
e114034F~01
©112336F=0)
©106625F=01
«913645F~02
«717360£=02
«550863£=02

X MESH 8

+423575F=02
+547365F=02
0693165F=02
«805700F=02
s R52453F~02
«873506F~02




X MESH 1 X MESH ? X MESH 3 X MESH 4 X MESH 5 X MESH 6 X MFSH T X MESH 8

T2 .3566565F«"2  ,3€R920F~4p  ,5404T76E=02 ,50540F~p2  ,T42385E-02  ,B44324E-~02  ,84{110E-02 L Rd1116F-02
11 *356314F°"2 *SE4RQ3ET AP *S377n3E~02 e /28323602 *74)844E=p2 *8407505 02 «8TRERGE"P2 *8TR6B6F=(2
) ©361372F="2 *371554E~h2 *548154FE~ 02 A4 QTRBE~n2 «751920E"02 ¢8535355~g2 «832007E"n2 «BI2007F=02
9 e3h137AF="2 ¢4 71554E=ap «S4BY1541 =02 «hanTBBE~n2 «75192¢9E-02 «853535C~p2 892067L-02 «BA2007F~02
8  +354316E7°2  #%€ARNIETFr  W537703F702  <APR3IZIF-2  «T40B44E=02  #B4Q750C~92  8B7R6R0ET02  <RT8E86F=p2
7 «3G6RSEF~"2 0 3€5920E~Ap +5404T6F~02 ehIpD4AF~(2 «7423R%E-q2 eB44324E~02 «88{1108>02 oRRY116F=p2
6 <35TT3ISE=T2  L361634F=Fp  ,5342B)€-07  .A205n02F=02  «729972E-92  .B33375E-g2  .B8735(¢0E-02  LE73506F-02
5 «346611F="2 HEYYTHE=SD 251622202 WA AN152E=02 o T134438-02 «816590r-02 «B52453L~02 +R32453F=02
4 J315RPRE="2  42A156E-37  L4R6515E-02  .8TNY61E~A2  ,685905E=02  LTB3630F-02  ,805700E-02 L,BOS5700r=02
3 «269144F="2 s 36146542  ,41B975£-02 1AOSBO1E=0p2  ,597490E~02 #679733€-02 «69164E=02  693164Fr=02
2 L223187F=T2  L25116RE=F>  ,330915£=02 ,3R9369F=n2  ,466613E-02  (533359E-02  ,547364E-02 ,547364r=02
1 JBCIIPF-"2  [227T114g~F?  255)193r-02 20732202 ,353508£-02 ,406200£-U2 «423ST3E=02  ,423573r=02
X MESH 9 X MFSH 1@ X MESH 11 X veSH 12 X MESH 13 X MESH 14 X MFSH

72 L Be4324E~T? L T4P385E-Ap  630540F=02  ,540476F<02  ,465920E~02 356655642
11 R4QT5°F="2  ,T4AP4LEa#p  _62R323F=32  ,STT03F~02  ,464803E~02  ,354316K-;2

J0  oR53L3ISF="2  TE192qE"ep  +64078BF=Q2  «G4B1IDIE~R2  €471554E~p2  #361373E-g2

9 eB5I9IRF T2 e7E192nFETe>  «6407BAFTH2  +GAR154FTa2  #471554E-02 3613727 ¢2

8 eB4n IS ET"2 e 14ARGLE=FD «hPRI2IE=02 »&7703F~0? 0464Bq3E-02 ¢354316E7h2

7 «BasI2aET"2  «T423USE"FD 16305405702  <S404THE=A2  «465920E792  #3560655E~y

6  oRIAITRE="2  «729970F=rp  620502F=02 «814281F"02  «463034E"=02  «3ISTT3I2E~92

S «BIASITE=T2  #T10443E"F2 600152602 .R16222E702  #4S1174E-02  034661)E=)2

4 *TR3I6ITETT2  enERQQSETRP  «GTP901ET02  +4RAS15E702  «420156E™02  ¢315825£7p2

3 «67973IFE="2  +S5STAYOE~A?  ¢4958N1ET02  «4TRITHE=P2  «361965E=02  +269146E-(2

2 *533359F7°2  <4EARI3ETR? 389309702  «310915E"n2  «291168E%02  +22318nE702

1 «40620°F="2  .35350BE=%p  ,»9T322E-02 ,585193E~02 ,227114E-02  .180112£-02

SEa1 AR FLUX FOR GWOUP 2, PLANE §

X MFSH ] X MFSH ? X MESH 3 X WESH 4 X MESH 5 X MESH 6 X MpSH 7 X MESH 8

T8 JIANAGAE="2  (245g24f-FP  ,3I75285p~02 ,3°0129F=n2  L402047E-02  ,432593£~02  ,444T79%E=02 L 4%g794c=02
77 WP4200RE="2  (33RK66E-FD  ,425401E-p2 .571848F-pn2  ,562346E.92 ,605]115FE=-p2 02466TL=02  624567F=02
T6  «300241E=°2  «A24T22E~n>  ,53T372E=02 .AMTBIE=p2  +711613E=02  #7656(565=02  .T789903E-02 789903F=02
TS «351959F =2  +4S7116E=an  LA2T9TQF=p2 L T4(033F=pn2  LAPAT21E=02  «B89006BE=p2  +910697E-g2  «919697F=p2
T4 «38P65TF="2 «S48GITE=AD  L6873737=02 .AXR154E-A2  .99L798Ee02  «967Y24E-(2 0999207E«02  +999209F~=02
73 4311935f="2 2977929 =42 «T27575F=02 JAR4142F-02 «951V62E=02 «101YR7€=01 +10526TE~01 0105267F=01

X MESH 9 X MeSH 14 X MESH 11 X MESH 12 X MESH 13 X MESH 14 X MFSH

18 ,437597E€-"2  ,%07047E-Ap  ,359129Fe02 ,175285F-p2 ,245624E-02 ,180898£eg2
7 *6AS51IRET"2  +S5€2346ETAP  +SAIBSHE=02  «42S40)1E"A2  «333666E=p2  «242008E"G2
6 *T6540/ET"2  *T11#13ETAp  «634T8)FE 02  *5T3IT2E"52  *424722E%02  *300241€7¢2
75  *R9n6609F""2  sH2RO21E¥EP  «740633FE"02  +6279T70F"p2  «497106E"02  ¢351952E=p2
T4 *067904F""2 * 901 798E=AD «RB1S4E" 02 e6R7373E"q2 «545977E~p2 *¢308657E% 32
T3 *101987E°°1  +FS1n62E7EP  eR54142E"02  «7275TSE"p2  «577929E%02  *411935E7p2

SCAlI AK FLUX FOR GOQUP 24 PLANE T

X MESH 1 X MESH ? X MESH 3 X MESH 4 X MESH -] X MESH 6 X MpSH 7 X MESH 8

J2 L 42%R27F-"2  ,55B5T1E-fp  _755478F-02 ,ARRT7455€-92 ,987561€-02 ,105811E-01  ,109261E-01  ,109261F-0)

T1 «436127F"72  J61AR9IE=AD  ,TT1120F-52  L036811F=p2  +i(§088I1E-01  +10B017E~n1  H117S551E=01  +11155iF-0})

I 2439757 Fe"2 S1RAOAE=FD +781996F~02 ,019483g=-02 +1022n9E=01 «10942)c«01 «112092F =01 ¢112792F=01

9 2439740F-"2 «SVRRNTE=AD . T81995F=02 .,Q19482c-n2 +102209€<01 «109421€-01 «112992E-01 2112992r=01

vl B 4434120F=72  61ASABE~FP  ,T771117E=02  .076B0BE-02  ,10GBR0E-0)  «1080)7Z-91  L117550E-01  4111550F=01
) 7 «425810F="2 +5GRE6TE=FD «7554T3F=02 +AAT449FE =02 +987955E-02 «10Sb11E=-01 +1002760E-01 +106260F=01




9¢g

6 «411937F="2 «577924F 02 ,727568E-02 +RE4135E=02 .951054E-02 +1019R6E=~g1 «105260t=01 «105266F=0)
5  «39RE57F-"2  ¢34807pE=F>  6B7365£702  «RAAI44E~[2  «9517RBE-92  «967Y13E~02  «999197E%02  «999197F<p2
& +35194cF="2  sASTEOBE"AD  .A2T96QE=02  «740621F A2  «R20YnRE=02  +80(¢0546[=32  «9196R3ET02  «919683F=92
3 «30023F~"2 0 424T1NE"FD +537359¢=p2 «$14T66E~2 «711597E=92 «T6S3RBE~n2 «T89RASE"02 «789885F~p2
2 «241999F«"2 «33REHIE=AD ,425385F-g2 «BAY82YE~n2 «862326E=02 «605094E-¢2 «5624645E=02 «624645F=~02
] JIRGRBGE="2  ,245A09E-Ff2  ,375266£=02 ,3%9107E=02  ,402022E-02 243256TE=02  L44KTGBE=02  L446768F=02
A MFSH 9 X MFSH 1A X MESH 11 X WMESH 12 X MESH 13 X MESH 14 X MFSH

2 «105811E="1 «9ET7R6IE=FD .8AT4S5E=02 «7€84TBE~p2 «598571E=-02 «425822E-02

i1 LINRAT7F<"1 ,10AR81g-%1 L,Qr6811£=02  ,771120F-02  ,610591E-02  ,434123c-02

10 +109621F=71  ,197200E=*T  ,919483E=02  .701996F=02  +61860NRE=N2  .439750E-02
9 «IN9421F-"1 « 102209~ «910482r=-02 +7P1995F« 2 «618607€ =02 «4397497-92
R JJ0RSL7E=T1  L1BARANE-AT  9R680BE-02  L771)17E-n2  ,61USRRE-02  ,434122E-02
7 «165811E=") »IETRSSE=AD «RART449E=02 e 788473 »02 +508587E-02 «4256192-02
6 J1e1GR4E=-T1 2951NS4E="2  _AS4135F=02 ,777568E-02 ,577924E«02  L411930g-02
5 «967917g="2 <901 7RAE~A) JANB144E~02 6P T365F=N2 «545970E-02 «388652¢-02
4 LRInESHF-"P 320900 =np +T40621r=02 J677960F =02 J49TUIRE =02 30194502
3 L76538PE-"2 [ T1169TE-#2  ,634766F-02 ,637359FE.h2  ,424T11E-02  ,300233E-02
2 «605)94E="2  «5€2326E~f2  «S5F1829FE=02  «4253A5FE=42  «338653E-02  +241998C-g2
1 *43PS6TFTSR  sAN2P22E"FP  «35910TE"Q2  «FBR66E™N2  «245649E=02  +1808B6E-p2

SCAl AR FLUX FOR GPOUP 2+ PLANE 74

X MESH 1 XPMESH 2 X MESH 3 X MESH &4 X MESH S X MESH 6 X MFSH 7 X MESH 8

18 194637 F-72 WREI4SOEF 32B121F~02 LIPT914E-p2  L,434TBSE-02 HOT1H2E~92  L,487646E=02 432646502
37 0 265HA4DF "2 0361193~ 4> °485141F~02 BAQQ4TE= 2 +645819E-02 650895~ g2 672217602 0672217F"02
16 +IP2121F"°2  s4SSA%BETr>  W5TRE43F02  «4RR219FT02  «772521E-02  *B82943RE~y2  «85R3T3EV02  *B56373F~02
1S «378RTLE="2 ¢S53G2BLE-HD «6R(525F"p2 «R-860AF~n2 «90196E~92 «9717yv4g~p2 *10A370E=01 ©100376F°01
4  SM1BRBAF=TD  G3PTTSE~AP  ,T44421F=02 LRA16BBE-n2  L985945E~02  «1055p1FE-yl  +19R9ISTE-Ql  «108957F=p)
13 «442507¢~"2 +H20RIPE~*2 <T786121€-02 +020489F=n2 +103614E<01 +1103863E~01 o114474E=01 «114474¢=01

X MFSH 9 X MFSH  1F X MESH 11 X MESH 12 X MESH 13 X HMESH 14 X MFSH

CAATIEPF="2  oSLTBRE-A2>  JIBTYIGE=02  32BIR1E~n2  +263459E-02  +19463pE~y2
J65NAGEF="2  (60RAI9E=17  ,54004TE-02  .456l41F-p2  ,361193E-U2  ,258942p-02
oR2943aF= 2  (777521g~">  ,6AB2V9E-02  ,a7R643F-02  ,455098E-02  ,322121g-92
9TV 6F="2 «9CAIVRE=PD  ACR6NBE=-02 600525¢~02 »535384E-02 «378874F=-02
.105507g-"1 JIERN4SEAD  AB16BBE=-02 JT744421F=02 .587752€-02 .418283g=02
L110867F="1 e 103614E=FT 929489F=02 JTRA121E-02  ,620892E-02 «442507g-02

—fafafel st )
WeErNoO N @

SCAl AR FLUX FOR GoOUP 2y PLANE T4

A MFSH ) X MFSH 2 X MESH 3 X MESH 4 X MESH S X MESH 6 X MFSH 7 X MESH ]

457167F"2  ,64DTT6E-~Fp  _A15823E-p2  ,9A5101E=-02 ,1A7512E«01 114935601 .118715E-01 ,118716F=01
“hbATIE="2 26ERECRETN? «823768E~p2 «9PTI1QE" N2 e109956E-g1 e 117474F~ 1 *127353E-01 1213537 "0n1
CAT23JFETT2  e6EARLETAD  «A46TOBFT02  «17A015E"nl  e111297E-g1 *1188R4E- *12p796L701 122796701
W4T2314F<"2  J6E4R1BE=3p  ,R44T6TE-02  ,17n015E-p1 «111297E=-01 ¢118884E-) #122795E~-01  +122796F=01
»ARGTRAE="2 «6SARIQE="? +A33768F-02 +Q97307E-02 «109955E=01 «117474¢-901 2 121152€-01 «121352F~01
A5T7165F="2 «6427T2E-6p  _R15818F-p2 L9£5096F-02  ,1p7511E-01 #114935E~01 .118715E=01 »118715¢-01
«4425n02F""2 e62ARBTE~AD «786115F~n2 09294A32E" 2 +103613E%01 ©110862F~ g e1144T3E-01 0114473F"0)
4 RZTIF= 2  oSPTTLSETFP  o744413E702  +ARR1678E~n2  +985935E-02  +1055pnE~01  +19R956E-01  «108956F=0)
«37RAkRF="2 *525376E"42  «6R)515€~02 *AF8597F"02  +956184E"Q2 971 7g1E" 92 «10A37SE"D1 *100375¢70)
*32211PF7"2  <4ESARRETA»  «578631E702  *APB20SE"p2 07925665'02 *829422E~02  +B856357E702  *856357F-p>
*25R939F""2  23€11H1ETAp  «455)26E"02 +x4(029E"n2  «6(G5U0pE=02  ¢650B74ETp2  «672196E702  #672196F02
«194610E~"2 *2€IAA6ETF D 32810402 «3R7894F=g2 0434764E~(2 046797902 *482623E702 ¢4B82623F=02
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—AWESPNENET OD =N

X VESH 9 X MESH 1A X MESH 11 X MgSH 12 X MESH 13 X MESH 14 X MpSH
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e11493cF="1
117474F"1
VV1AKRAF"
J11HPHLF="1
1742/ F=00
114638 ="1
J1icee>s="1
«105807F«"1
971 T01E""2
«B29422F*"2
+650874E=~"2
«467UT0E="2

o 10781 2E-41
o 1009RAF«rY
JdN12976-TY
e} 11297E=00
BELTELI ]
J107811E~6)
1070 13F=nY
s 98RA3GE=rP)
©¢9041RAE~AD
s T12806EF>
+605P00E=n>
0434764E~"?

«965101F=92
.987316r-02
+1€0015¢-01
L00015F<01
L9RTINTF-02
«7165096F~02
«9294R2F~02
.A81678F-02
«RABSSTE=02
»6AB205F D2
»540029F~02
+387894F=02

»A18823F-02
LR?3760F-n2
LR44TOBF-n2
JANETOETE~N2
«A23765F=n2
.R15BlEE=02
«7P6115E~02
oT44413E=-02
»6"0515E" 02
*578631E%92
«458126E=92
+378104E=02

«5642176E=-02
+AS66n2E-02
2664619E+02
<6H4GI1AE-02
«FHE600NE =02
o64C1T72E-02
»AP0BRTE=02
587745E-02
0535376E"p2
e45S08RE~y2
«361181E=02
263446E-02

e457163E-02
«466790F=y2
472315502
247231402
b0bTRAE~02
2657160F-02
04425026~02
o418B2TTE~D2
+378868F" 2
*322112E%02
«258933€~p2
«194619E=02
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