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INTRODUCTION

Carefu! wessment of the results of a calcu-
lation by the code itself can detect mistakes
in the problem setup and execution. MCYP 1
has over four hundred error messages that in-
form the user of FATAL or WARNING errors
that have been discovered during processing of
just the input file. YIC3JP4A performs a self
assessment oft he calculated results to aid the
user in determining the quality of the Monte
Carlo results.

MCXP-M contains new F.uilt-in sensitiv-
ity analyses of the Monte Chrlo calculation
that provide the user with simple WARNING
messages for both criticalityy and fixed source
calculations. The goal of the new analyses de
scribed in this paker is to provide the hfCNP
criticality practitioner with enough informa-
tion in the output to assess the validity of
the Irctl calculation and any associated tal-
lies. The results of these checks are presented
in the kclf results summary, several k,~l ta-
bles and graphs. and tally tables and graphs.
Plots of k,,, at the workstation are also avail-
able as the problem is running or in a postpr-
ocessingmode to assess problem performance
and results, Plots of the fission source by cy de
supply valuable visual information, although
they are l.~t yet a~ailable in the production
version of MCI’JP,

k,,, RESULTS SUMMARY

As a foundational check, MCNP determines
if any fissionable cells were not sampled for
go. rce locations. Analynis is then provided

‘MCS P mndSabrinaare trademark of the Regents
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Laboratory

about the apparent normality of the active cy-
cle k.jl values for each of three XICNP k,jl
estimators: collision, absorption. and track
length. The normality of each of the three
sets of active k,ll cycle data is checked at the
95 and 99% confidence levels, A printed line
for each of the three k,fj estimators indicates
the confidence level at which it passed. Any
k,:, data set that does not pass at the 99%
confidence level should be considered as not
normally distributed, WARNING messages
are printed for kclf cycle sets that do not ap-
pea= normal at the 99% confidence level. Per-
haps this is a statistical occurrence, or per-
haps more k,~l cycles should be skipped fur
improved convergence oft he spatial fission source.
The calculation should be examined further:
e.g., by exmnining the behavior of the solution
as function of the number of inactive cycles.

A box is then printed that contains the
final es, imated average k.~], standard devia-
tion, and three different confidence intervals.
These averages are a statistical combination of
the three k,ll estimators. If all three estima-
tors appear nonnormal at the 99% confidence
level, the final boxed k,fl confidence intervalri
are NC)T printed. A WARIN1iNGmessage is
printed in its place. (The final confidence in-
tervals are available eisewhere in the output
if the user insists on using them. Normality
checks and confidence intervals for different
numbers of inactive kefl cycle~ are available
in the k,tl-by-cycles-skipped table, ) The final
box is also NOT printed if fewer than thirty
active k,ll cycles have been used in the cal-
culat ion. Fewer than thirty cycles is not rec-
ommended because the quality of the spatial
convergence oft he fission source cannot be ad-
equately asseesed.

A conservative (toward large k.!, values)



average k, f 1 confidence interval is also esti-
mated by assuming that the largest cycle k~ll
value for each of the three estimators occurs
on the next cycle. This range gives a conser-
vative estimate of criticality.

BATCHED k,,, RESULTS

A table of batched (using more than one cy-
cle) k,,, using more than one ac ive cycle for
each ketj is now available. This table is use-
fti in determining the impact of cycle+tmcycle
correlations in the spatial fission source dist ri-
butions on the estimated standard deviation.
The table includes the k,]} remits that would
be found if the k.j~ were taken in batch sizes
greater than one. This table is included so
that the user can evaluate the impact of dif-
ferent batch sizes on the combined k,tt esti-
mator and the estimated standard dwiation.
This information is a built-in sensitivity study
of the k,ff confidence intervale w a function
of batch size.

The averages of the three individual k.jl
estimators are the same for all batch sizes, but
the estimated statistical standard deviations
and the combined kcfl confidence intervala are
not. Eatch sizes greater than one may reflect
a better estimate of the true deviation because
the k,,ls are assumed to be independent from
cycle-to-cycle when the statistical uncertain-
ties are calculated [2]. However, they are not
independent because of fission source correla-
tions from one cycle to the next, The correk
tion between larger batches will be less than
the correlation between the individual k,lls
with a batch size of one cycle, The user can
now assess the impact of different batch sizes
on the kaff confidence interval.

kc,, RESULTS BY CYCLE

The table of k,fl results by cycle lists the
neutron histories, individual, cumulative aver-
age, and cumulative combined ket~s by cycle.
The table is a relisting of the cycle-dependent
prints (with deviations instead of relative er-
rors ) in a more convenient form. The figure
of merit, which is an indicator of problem effi-
ci~ncy and stability, 1s also included aa a con-
ver~ence i’ate check for k,fl, The largest and
smallest artive values of k,tt are printed for
each estimator to indicate the spread of values
sampled so far in the calculation

PRINTED PLOT OF THE
COMBINED k,,t BY CYCLE

The most important k,,, plot for the user is
the plot of the combined kef, by cycle. A
trend iL k,llrelative to the final value and the
estimated standard deviation can be quickly
determined visually. The estimated cme stan-
dard deviation cofidence intervals that are
printed for each line are useful for helping to
spot meaningful trends in the behavior of the
average k.j~.

k,,, RESULTS BY CYCLES SKIPPED

The table of results by cycles dipped tells the
user what the values of the various k,lf esti-
mators would have b~n for dHerent numbers
of inactive cycles without having to rerun the
problem. This information is another built-in
sensitivity study of the k,jj confidence inter-
vals as a function of the number of kall cycles
skipped. The normality for each of the three
sets of k,lr data are calculated and printed for
each number of active cycles. The active cycle
number where the minimum standard devia-
tion of the combined k,lJ occurred is printed.
If this cycle is an inactive cycle, the number
of cycles skipped was probably adequate. If
the number of inactive cycles is significantly
less than this cycle, it may indicate that not
enough cycles were skipped,

The fiist and second active halves of a
valid k,ll calculation should have nominally
the same k,JJ and estimated standard devia-
tion of the average value of k,tl. MCNP cal-
udates and prints the combined k,lt and the
statistical uncertainty for the first half and
second active halves of the problem. This
comparison is a built-in sensitivity analysis
of the two active halves of the calculation.
WARNING messages are printed in the out-
put and at the terminal if the 99% confidence
intervals do not overlap or the estimated stan-
dard deviations do not appear to be statisti-
cally the same. Either or both might indi-
cate that the normal spatial mode waa not
achieved during the early part, or even all
of a calculation. Systems that have a dif-
ficulty converging the source are typified by
high dominance ratios, the ratio of the second
eigenvalue to the dominant eigenvalue (k,jl ).
Large ~ystems or ones with many isolated el-
rrnents tend to have high dominance ratiofi.



PRINTED PLOT OF THE
COMBINED k,,, BY CYCLES

SKIPPED

The combined kdj~ confidence interval by cy-
cles skipped is shown in a printed plot. By
visually locating the minimum standard devi-
ation in this plot, the number of cycles that
should have been skipped can be estimated.
The minimum standard deviation results from
enough inactive cycles to converge the source
and sufficient remaining active cycles to give
good statistics.

GRAPHICAL k,l~ OUTPUT

MCNP haa the capability to plot the cycle
values and the cycle-averaged valuen of the in-
dividual and combined k,~l estimators, along
with their one standard deviation confidence
intervals. The plots are available both dur-
ing a calculation and postprocess These plots
provide additional insights into the behavior
of k,l~ during the calculation. (Exauiples are
shown below in Figures 2, 6, 7, and 8.)

NEW STATISTICAL CHECKS FOR
MONTE CARLO TALLIES

Two ncw statistical diagnostics for tallies have
been developed and included into MCNP: 1)
the relative nriance of the variance; and 2)
the empirical history score probability density
function f(x). Statistical studies have shown
‘hat these two quantities are excellent for de-
tecting false convergence of difficult Monte Carlo
tallies. These and other quantities have been
incorporated into ten ~tatistical checks involv-
ing the estimated mean, relative error, relative
variance of the variance, figure of merit, and
the Iogarit hmic “slope” of the largest f(x) val-
ues [3]. These ten checks for one tally bin of
each lICNP tally are made and the user is
given a “yes” or ‘no” for satiufving the test
criteria. The empirical f(x) values are printed
in the output and can be plotted for detailed
examination by the uzer. The user can request
a tally that ifi equivalent to the track length
estimator, and therefore use these new tech-
niques to assess k,fj convergence. The MCNP
user now has much more information about
the Statistical quality of a tally result than
just the value of the e~timated relative error
and its behavior as a function of the number
of historim.

SUMMARY OF MCNP
CRITICALITY WARNING

MESSAGJS

31C!XPprovides t he following WARNING mes-
sages based on analyses of the results of a crit-
icality calculation:

●

●

●

●

●

●

●

no sampling of cells with fissionable ma-
terial

the average k,~l has monotonic trend
during the last ten active cycles

k,lf sets that do not appear normal at
the 99% confidence level

all three kmlt sets do not appear normal
at the 99% confidence level and the final
boxed k,lf is not printed

fewer than thirty active k,ff were run
and the final boxed k ~ :. “lot printed

..,
the &,ff confidence in[tji. ..- for the first
and second active halves of the problem
do not overlap at the 99% confidence
level

the estimated standard deviations for the
first and second halves of the problem do
not appear to be the same

The appearance of one or more of these
WARNING messages is ressol, for additional
scrutiny of the calculation. The cabdation
may be continued for any number of addi-
tional active cycles desired.

FISSION SOURCE VISUALIZATION

Two methods to visualize the fisfiion source
by cycle are under development. One way in-
volves a visualization package, such as PAW
(Physics Analysis Workstation) [4], where the
fission source density in c,’lls of a regular grid
overlaying the geometry are plotted. The other
way is Sabrina’s [5] rendering of fission source
points with data gathered from JMCNP’Sptrac
file [6]. Sabrina can plot the source points to-
gether with the gtwmetry. Both methods are
vematile and in color, They give users an in-
dicat ion oft he calculation’s adequacy of sam-
pling and convergence of the fission source, es-
pmially when u~ed in conjunction with MCNP”M
ot Iwr capabilities and ~tathitiral checks.



EXPERIENCES WITH THE NEW
CAPABILITIES

The new self assessment checks in MCNP have
made a positive impact on the criticality user
community. One user commented that the
cell sampling check showed a cell that had not
been sampled. The reaaon was that an object
had been mistakenly placed far out of position
and no neutron histories ever reached it. The
object location was corrected and the calcu-
lation proceeded normally with an increased
value of k,;,. The normsdity checks of the k,,,
sets have the capability to find pro?dems with
a poor (too small) number of inactive kdlf cy-
cles. Deliberately not skipping ermuga cyrJes
has resulted in all three k,tf data sets not ap
pea.ring to be normally distributed at the 99%
confitience level.

We have run the “k,lJ of the world” array
problem [7] with 729 4.7 cm radius spheres
containing Jezebel plutonium (0.037047
atoms/bcm Pu-239, 0.001751 Pu-240, 0.0001
Pu-941, and 0.001375 Ga), spaced at 60 cm
surrounded by a thick water reflector. The
4.7 cm radius is much smaller than the 6.385
cm radius of Jezebel required for criticality.
The c~c~ation Uses a u~form volume source
in the array for the initial spathl distribution
1090 neutrons per cycle skipping 20 cycles and
running a total of 120 cycles. The value of
1000 neutrons per cycle was used because this
is probably a lower limit for most criticality
calculations today with the availability of fast
PCs and workstations, Sampling of the array
is poor on a per-object basis because there are
only about 1,4 histories per object. The fact
that the objects are identical makes this cal-
culation tenable with only 1000 neutrons per
cycle The 99% ka~l confidence interval for
this system is 0.918 to 0.933. There were no
WARNING messages, and all three k,tt data
sets appeared normally distributed at the 95%
confidence level. The first and second active
half 99% confidence intervals were 0.913 to
0.933 and 0.915 to 0.940. All aspects of the
calcul~ tion were well behaved.

Figure 1 shows an NfCNP 2-D plot of the
water-reflected array geometry with Jezebel
at the center instead of the 4,7 cm radius
sphere, Inaertlng Jezebel with a radius of

not the final confideno= interval. The final
99% &,ff confidence interval result was 0.942
to 0.958, which is far from the correct critical
value, Two WARNING messages were prG
duced:

● the &,ff results were monotonically in-
creasing over the last ten active &,tJ cy-
cles

. the first and second half kajl cm”
intervala appeared to be different ~.
99% confidence level

‘The 99% confidence interval for the first half
was 0.922 to 0.940 and the that for the sec-
ond half was 0.960 to 0.978. Figure 2 shows an
MCNP plot of the average k,lt by cycle num-
ber. It is clearly evident tl,at k,~l is inmeaa-
ing. This trend is caused by more and more
fission source poipts being created in Jezebel
as additional k,lt cycles are run because the
Jez&l array element is so much more re-
active than the other elements. The well-
behavwi array problem without Jezebel fla-
beled “No Jezebel”) is shown for comparison
in Figure ?. The three k,ll sets appeared nor-
mal at the 99% level, but not 95%. This result
is not necess+ly a strong indicator of rlon-
normal behavior, but could indicate a prob-
lem. The figure of merit decreamd by 30%
during the last twenty active cycles, showing
that statistical error in k,!, waa not decreas-
ing aa the inverse of the square root of the
number of historia during the last portion of
the active calculation. One of the ten E!+
tistical checks failed on the ~eparate tally of
the track !,ength k,ll; the mean was monoton-
ically increasing during the last active half of
the problem. The quality of this solution is
CLEARLY unacceptable and hrther investi-
gation is required. Further investigation may
involve examining the output more closely, run-
riing more cycles, or possibly starting over with
a different computational parameter set. such
as a better source guess or a different random
number sequence,

Fission source visualization provides fur-
ther insight to the unacceptability of this cal-
culation. Figure 3 shows a Sabrina plot oft he
fission source points at cycle 120 for each of
the 9 dance. Jezebel is in the center dane and

about 6,385 cm in-the center of the array changed is slm-wing more source points. However, the
the behavior of the problem dramatically,but spheres on the periphery are not all sampled.
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Figure 3: From left to right and top to bottom, the 9 frames show the fission source poinis i~
each plane at cycle 120 for lGOOhistories pez cycle.

.A Sabrina animation can show the source 1-
cations changing from cycle to cycle. Figure 4
shows the center plane for cycles 1, 2, 4, 5, 10.
and 100. The particles have started finding
Jezebel sometime after cycle 5, but other in-
dications from MCNP suggest the the source
is not converged, even at 100 active cycles.

Figure 5 is PAW’s projection of fission source
der,sit y from all 9 planes, accumulated over
the active cycles, In grayoczde, it shows that
the center region has accumulated about two
orders ef magnitude more fissions than the
surrounding columns of spheres. A view per-
pendicular to any of the. sides would isolate
the higher fission density in the center sphere.
Figures 5 and 4 indicate to the user the impor-
tance of the center of the system. and, com-
bined witil other statistical checks, that the

ter may have not been adequately sampled
lJVt?r d the cyc]es.

Continuing the problem to 500 active cy-
cles (520 total cycles) supplies the correct re-
sult in the k,~l -by-cycles-skipped table, but
not as the boxed final answer, which is 0.986
to 0.994 at the 99% confidence level. This
problem produced one WARNING message:
the first and second half k,lj confidence in-
tervals appeared to be different at the 99%
confidence level (the first half w= 0.973 to
0.985 and the second half was 0.997 to 1.005).
This rnewage should be interpreted as NOT
being able to accept the final boxed k,lt re-
sult because the confidence irtervals are so far
apart. The minimum egtimated standard ae-
viation in the k~fl-by-cycles-skipped table oc-
curs with 108 inactive cycles and 412 active
cycles. producing a 99% confidence interval
of 0.906 to 1.003. Examination of the two
printed k,~~ plots cor,i%ma the quality or the
result based on the behavior of k,ll by both
the average and by cycles skipped as shown in
the MCNP plots in Figures 6 and 7.

[f the problem were run for only thirty ac-
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Figure 4: The fission source points in the center plane for cycles 1,2,4, 5, 10, and 100 for 10CO
histories per cycle and an initial random uniform source.

Figure 5: The projecteci fission source tim ali 9 l’lanes accumulatwl over ‘‘ ct,ive cycles.
The grayscal.e on the right indicates the fission SOU.C*density.

tive cycles with 1000 neut rons per generation,
there would be no WARNING message to sug-
gest calculat ional difficulties. The only c!ue is
that thirty cycles and about one neutron per
object per ka~~cycle is simply not enough to
adequately calculate the proper spatial source
distribution for such a complex heterogeneous
configuration. Using 5000 neutrons per cycle
produce6 the WARNING that the first and
second half k,lf confidence intervah appeared
to be different at the 99% confidence level
(0.946 to 0.964 for the first half and 0.990
to 1.001 for the second half). Figure 8 is an
MCNP plot that shows the expected keter
rate of convergence for 5000 histories per cy-
cle compared wit h 1000 historie6 per cycle be-
cause there is more sampling of the Jezebel
element during each k,~t cycle,

The dominance ratio of the “k.,, of the
world” problem is about 0.92, as estimated
by a non?roduction fission matrix patch [8] to
MCNP. This is a fairly large dominance ratio
and signals slow source convergence. The ear-
lier calculations began with a uniform source
that, coupled wit h poor sampling due to Jezebel’s
reht ively small volume fraction, r~quired over
100 cycles to converge.

Motivated by the indication from hlC.NP’s

checm and the graphical anal yaes, we reran
the problem with 10COinitial source points all
beginning in the center sphere, Figure96hows
the center plane for cyci= 1, 2, 4, 5, 10, and
120. The center sphere is well sampled, but
the outer twbcriticd spheres are inadequately
sampled, as in the cue of a uniform initial
distribution. Starting all the source points
in the center sphere is a gwd source guem,
such that, even with 1000 histories per cycle,
the source appeared converged after 16 cycles.
After 10 inactive cycles and 100 active cycles
the 99% k,lr confidence interval waa 0.994
to 1.011. Note, however, that a good initial
,Iourcc guess will not eradicate cycle-tmcycle
correlations. Detection of such correlations in
possible with the batch statistics,

As6uming no prim knowledge of the con-
verged fission source shape, the prudent user
would be best served by determining the kalls
oft he different individual elements of a loosely
coupled system such se the ‘k,lf of the world”
problem. Such knowledge would be beneficial
wnen investigating the system as a whole.

SUMMARY

The above statistical and geometry sampling
checks, built-in sensitivity analyses, WARN-
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Figure 1: MCNP plot of a cross section of the
water-retiectcd array problem with Jezebel in
the center

ING messages, and yeg/no indicators provide
the MCWP user with more information to aa-
sess whether a problem has been properly cal-
culated. The MCNP4A documentation in-
cluding the MCNP4A Manual (LA-1262.5-M)
and the new MCNP Criticalityy Primer (LA-
12827-M ) have been updated to describe these
new features, If a criticality calculation ap-

Figure 2: One standard deviation confidence
intervals for the average k~lx oft he array, with
Jezebel (top curve) and without Jezebel (bot-
tom curve). for 120 cycles.

pears to have an unsatisfac. r:; spatial source
convergence baaed on the k,ll normality checks
or fewer than thirty active k,~l cycles, the fi-
nal boxed katf confidence intervals will not
be printed. These WARNING messages have
caught real user errors and arc effective for
the “k,,, of the world” problem sa long as
at least 100 active cycles are run. Graphical
analyses available in future versions of MCNP
will supply an additional and invaluable tool,

Although these statistical and geometry
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Figure 6: One fitanaard deviation confidence
interval for the average k,lf of the array with
Jezebel for 520 cycles.

samphg checks of the calculation results re-
duce the likelihood of a user accepting a poorly
executed MCNP calculation, it would be fool-
ish to amume that these checks, by them-
selves, can prevent all erroneous Monte Carlo
criticality estimates. These checks are im-
portant tools to aid the criticality expert in
evaluating MCNP results. They are NOT in-
tended as a substitute for criticality expertise
and judgment.

1.

2.

3.
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Figure 5: The projected fission source from all 9 planes accumulated over the active cycles,
The grayscale on the right indicates the fission source density.
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Figure 8: One standard deviation confidence
interval for the average ktfj of the array with
lezebel for 5000 and 1000 histories per cycle
for 120 cycles.


