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DEVELOPMENT OF A NON-LTE SPECTRAL POST-PROCESSOR
FOR DENSE PLASMA SIMULATIONS WITH APPLICATION
TO SPECTROSCOPIC DIAGNOSTICS IN
SPHERICAL IMPLOSIONS AT NOVA

by

G. D. Pollak, N. D. Delamater
Los Alamos National Laboratory

J. K. Nash, B. A. Hammel
Lawrence Livermore National Laboratory

ABSTRACT

A new non-LTE spectroscopy post-processing package
is described. The package processes dump files from 1
or 2-dimensional radiation-hydrodynamics code simulations.
Given the grid motion, temperatures, and ion densities con-
tained in the dump files, as well as data from an arbitrarily
detailed atomic model, the post-processor calculates inter-
nally consistent detailed frequency dependent opacities and
radiation fields. The radiation transport equation is solved
in the 5, approximation using lambda iteration. Sub-cycling
is used to achieve a more accurate solution to both the ki-
netics and radiation field calculations. Line broadening is
included using Voigt widths based on the atomic rate coef-
ficients, and Stark widths are included for K-shell spectra.
The Sobolev escape factor approximation is available as an
option.

This post-processing package has been used to analyze
spectra obtained recently at Nova with Ar doped deuterium
filled capsules. The dopant was designed to be primarily a
density diagnostic (via Stark broadening) but can also be
used for temperature diagnosis as well. We have run this
post-processor with a wide array of atomic models for Argon,
ranging from one containing only singly excitzd levels for the
(important) Hydrogenic, He-like, and Li-like sequences, to
one coutaining n large nmnber of doubly- and tripiy-excited
levels in these sequences. We show a strong dependence of
the degree of agreement between simulation and experiment
on the model complexity with only the most complex model
in close ngrecient.




I. INTRODUCTION

Over the last two decades, x-ray diagnostics have become an increasingly important
part of moderate-to-high density plasma physics experiments. These diagnostics generally
fall into two categories: 2-D imaging instruments, and high-resolution spectrometers. For
the imaging experiments, there can be gated time-resolution, but the spectrul resolution
is achieved by filtering and is, therefore, quite broad. For the spectrometers, the time
dependence is achieved by either gating or streaking; and if by gating, then 1-D spatially
resolved spectra can also be obtained. Modern spectrometers typically have on the order
of 1-eV energy resolution when operating in the 1-5-keV range.

When a simulation of the plasma experiment is carried out using a Radiation-
Hydrodynamics (Rad-Hydro) code, the characteristics of the experimental diagnostics =re
not usually part of the simulation. The spectral resolution for radiation transport in such
simulations is usually quite coarse - typically 20 to 200 bins spread out from ~10 ¢V to
10 or more keV (typically logarithmically). This spectral resolution is usually, though not
always, adequate for modeling the hydrodynamics and matter temperatures. Often the
simulation will use a diffusion algorithm for the radiation transport (especially in 2-D) and
it will occasionally do so in plasma regimes where diffusion is not a good approximation, at
least for the hugh energy photons. Finally, in non-LTE regions, the opacities must be calcu-
lated in-line in the simulation, and the computational burden associated with Lhis usually
limits the Kineties calculations to hydrogenie (principal quantum number only) models.
To save additional time, these hydrogenie algorithms are often of an avernge-antom type,!
which collapses the various ionization sequences appreciably present to a single. average,
sequence (one for each species). Virtually all of the above algorithms and resolutions are
chosen as a trade-off hetween realism and coruputational burden,

In order to obtain x-ray dingnostic simulated output, it is then convenient to post-
process the rad-hydro simulations,  The Lagranginn hydro grid, species concentrations,
opacitics, electron temperatures, and eleetron and mass densities are written to o dump
file at selected time points. The post-processor then reads its own input file, which give
specificntions concerning, the detector(s) (angle w.rt. the target, distance to target, pixel
size and munber (spatind and temporal resolution), frequency and titne response, gnting,
filtering, ete)). The post processor then erlealates the absorpiion and emission of x rays
nlong n line of sight that passes through the plasmn to apixel on the detector surface, for
n variety of frequencies, for cach time point on the dump file. By siionlating, the detector
output in this post processing, mode, i is possible to change specifientions concerning, the

detectors without redoing, the md hydro rune Morve importantly though, it s possible to



relax certain modeling assumptions (the diffusion approximation, the opacity modeling) or
the course resolution in frequency where such approximations do not appreciably affect the
rad-hydro simulation but do affect the detector simulation. This is an especially important
issue for spectrometer simulations, and it is the driving reason for developing the post-

processing capabilities discussed in the next sections.

II. TDG/DCA-A DETAILED CONFIGURATION ACCOUNTING X-RAY
DIAGNOSTIC POST-PROCESSOR

A. Original Capabilities of TDG

TDG is a time-dependent post-processor that was originally written approximately 20
years ago, and has since been enhanced in various ways. It was four primary approxima-
tions.

The first is that the radiation that impinges on a given pixel is solely due to radiation

traveling along a line-of-sight (LOS) perpendicular to the detector surface. This is equiv-

alent to the statement that cach pixel has 0. acceptance angle. The second is that ouly
rays which intersect the rad-hydro grid are processed. Thus, rays coming directly from
a backlighter (without hitting the plasma) are ignored. Finally, the third is related to
the first two. When computing spatially integrated x-ray fluences, the intensity must be
multiplied by an arca and a solid angle. The solid angle used is the ratio of the same area
factor divided by the square of the distanee between target and detector. The use of the
same arca factor in both places (given by the area of an individual pixel) follows from the
first two assumptions. The quantitative assessment of these approximations is difficult to
consider without actually constructing a code which does not make these approximations.
However, for the spatially integrated self-emission spectroscopy simulations discussed later
in this article, the approximations are likely to be quite valid,

The intensities nlong a given LOS ray are computed vie the formula:

I{A ) - BL(1)e ke y / Su(:")
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v = Frequency
z = Distance from backside of target to detector surface
~y = Absorption opacity

S _
v

= L=
B, = Plunck function
€, = Finission opacity

BL(v) = Backlighter function

This standard result is the solution to the time independent radiation transport equation
along a characteristic direction (LOS). It automatically gets the free streaming and the
diffusion limits. Thus. even in the original TDG, some improvement in radiation transport
has been achicved.

The fact that a timce-independent formula is used even for problems where k, and S,
are time dependent is the fourth basie approximation. The validity of this approximation
is partly based on the fact that dumps are separated in time by an amount appreciably
greater than the trausit time of a ray through the plasma, as well as the fact that detectors
have finite temporal resolution (if streaked) or integration times (if gated) that ae typically
greater than or equal to the interval between dumps. However, if the plasraa dynamics
(Te, kyy Su) are chimging quickly compared to transit times or temporal resolution, then

this approximation can still introduce errors,

B. New Capabilities for TDG

As originally constructed, TDG used k, and €, that were calculated by the rad-hydro
code (using identical frequeney grids as well). The major advance which this article dis-
cusses has been the addition of a sophisticated non-LTE kineties/opacity package in-line
into TDG. The packape is a DCA (Detailed Configuration Accounting) algorithm which
uses an arbitrarvily detailed atomie model to supply information to the kineties and opacity
packages. But in order for the new opacities to be correet they must use a photon field
which is self consistent with the opneities. Thus, in every zone for which new opacities nre
desired, o photon Leld is ealenladed using DCA opneities endeulnted ou the last “cycle™.

Sinee the basic quantitics can chanpe appreciably between dumnps, the code ean subeyele



the photon field/kinctics/opacity complex of calculations arbitrarily finely at the user’s
request. In addition, the user can specify an arbitrarily fine frequency grid. Typically, the
binning used mimics the frequency resolution of the spectrometer (about 1 eV at energies
of 1 — 5 keV). The user also controls which zones are to have their opacities calculated in
TDG and which are to have theirs taken from the dump file (typically LTE zones).

In general, the temperatures and clectron densities that would be calculated via the
new DCA populationus and opacities are likely to be different from those calculated by the
Average Atom Rad-Hydro opacity package. Therefore, it is theoretically desirable that new
temperatures and densities be compated and used within TDG/DCA. However, there is a
fundamental issue which curtails the utility of this, and that is the lack of heat conduction
within TDG/DCA. This physical process is generally quite important. The code has the
necessary coding to use internally calculated T, and N, but because of this issue, this
option is essentially never used.

The next four parts discuss the kinetiesfopacity and photon ficld algorithims in more
detail.

C. Kinetics and Opacity Calculations
The atomic level populations are computed by solving a set of coupled rate equations:

dY, .
— = Ryp Yy
ot rele

The solution procedure s fully implicit in time:

-]
Yr (14 At) = [1- RA.‘}M Yol(t)

Here, Ryp is a rate matrix which ineludes contributions from all the usual BB excitation
and deexeitation, BE iomzation and recomnbination, nnd Auger and Dielectrome recombi
nation processes. In addition, the package has the capability to handle a special kind of
“pserdo”™ Auger process in which o photo jorization process erentes an inner shell vacaney
(nnd thus aommltiply excited state) which subsequently deeays vin either Anger or photo
deexcitation. The intermedinte multiply exeited state s considered to he in steady state
and its population may bhe explicitly solved for in terms of the varions rates into or out of
it ns well as the initial and final state populations. Thus, the nmltiply exeited level never

need be solved for within the conpled rate equantion system.

n



The DCA package is highly modular so that other, exotic, processes such as double
Auger, can be added easily in the future.

The atomic model from which the rates are calculated is generally created externally
prior to the TDG/DCA by a suite of atomic physics codes. For any given set of se-
quences (of bound electrons), these codes typi-ally generate a fully relativistic, fully multi-
configurational set of states and energies up through some specifird maximum principal
quantum number (PQN), together with all the associated state-to-state rates. The user
cea then collapse this full set of states and rates to a smaller set by various procedures.
The photoionization frequency dependence is fit a standard formula witls four parameters.
The collisional BB and BF cross scctions are numerically integrated against Maxwellian
energy distributions at a wide array of temperatures, and the results are then fit to a
4-parameter formula. These various fitting cocfficients are then what constitute much of
the rate section of the model.

When calculating photo BB and BF rates, the frequency dependence of the photon field
across any given photon bin (or group) is not conscidered constant. Rather it is fit to a
dilute blackbody plus a constant. This is important when the binning is coarse as it allows
the LTE (Planckian) limit to naturally be achieved. The integrals over a bin for various
upward, downward, and stimulated rates can then be done semi-analytically. This feature
is generally not important for spectroscopy caleulations bhecause of the very fine binning
that is used.

A user may request that a simple model be built at the beginning of a run, rather than
usc an alrcady built model. This model will use sereened hydrogenic formulae (with only
PQN dependence) for the energy levels, and corresponding simple hydrogenic formulae for
the various rates (e.g., Kramer's formula for photoionization, ete.). Typically, this simple
model would only be used for elements which do not exhibit BB features (lines) in che
spectral window of the detector (such as hydrogen, carbon, oxygen, ete.).

In addition to the combined photon field/kineties/opacity subeycling previously men-
tioned, the kincties is usually sub subeyeled alone. This subeyeling is based on changes in
Z from one exele to the next and is not user: controlluble,

Continnum lowering is included i the calenlation only by limiting, the maximum PQN
present in the model (either detailed or hydrogenie). There is currently no detailed contin
uum lowering, model that would simoothily extinguish o ievel as o function of density and

temperature, but one is planned for the future,



D. Line Broadening

During the computation of the opacities, it is possible to jive BB transitions a line
profle. For large models there are typically tens of thousands of BB photo transitions
and it is not computationally feasible or necessary to have a profile for each of these.
For that reason, profiles are computed only for those transitions that the user requests.
Typically this is done only for lines within the spectrometer window, and oaly for those
that have appreciable Einstein A values. There is a utility program available which can
scan the atomic model and extract out the needed information for important lines. For
large models, this procedure generates on the order of 500-1000 profiled transitions.

In the current structure for the code, the default profile is a Voigt profile. If the user
requests that an escape factor analysis be performed for a given line, then the profile will
be determined by this analysis (see Part F below). In future versions of the code, the
Stark broadening (see below) for the lines will not necessarily be included as a component
of the Lorentz width of a Voigt profile (as is now done). Rather, an option will be available
that computes the total Stark profile for a complex of line (including satellite lines) using
algorithms of varying levels of sophistication.

The Voigt parameter is essentially the ratio of the Lorentz width to the Doppler width.
The Lorentz width is nominally the sum of the Lorentz widths for the upper and lower
levels. The Lorentz width for a level is the sum of all inverse lifetimes (rates) for all

processes that deplete the level. These include all of the following:

[

natural inverse lifetime

stimulated emission inverse lifetime

Radi A

collisional excitation inverse lifetime
4. photoionization inverse lifetime

collisional 1onization mverse lifetime

c

6. Auger inverse lifetime, ete.

In addition to these homogencous broadening processes, there is additionnl inhomoge-
ncous broadening that becomes dominaut at ion densities above 1024 /ee: Stark broadening.
As mentioned above, this is currently treated as a width wlich is added to the standard
Lorentz width. The width is ealeulated via some very simple formulas? that are purely

hydrogenie (PQN only) in nature:
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I's = DEFE1 if ion is hydrogenic
I's = maz (DE1, DE?) otherwise

with

DE1=F1. 42[(521 gi)/RZ+(5: Ql)/RZ:‘]
DE2=F1. 4z[ ( n 13-) /RZ% + (ﬁ )/RZ“]
Q3 Q) Q2 Q3
R!I
[143Z-ZR- 1%

Z = average ionic charge of plasma

Fl-=

Z R = average ionic charge of radiator
R, = Rydberg energy = 27.2 eV
RZ = average ionic separation/a,

a, = Bohr radius

T = ion temperature
ny¢) = PQN of upper (lower) level

Qu(¢) = screened charge of upper (lower) level

These formulas appear to be accurate to considerably better than a factor of 2, but
probably not accurate to better than 10%.

The application of these formulas has been limited to the main lines generated by singly
excited states - not to dielectronic satellite lines. This is due to two issues: the fact that
the derivation (as such) was predicated on a singly-excited ion; and that the screened

charges (Q) are derived from an effective charge Bohr formula:

En B ﬁ?_fn

n-




where E, is taken from the model and is the energy of the state relative to the ground
state of the next (more ionized) sequence. For most multiply-excited states, E,, will then
be negative and Q, undefined. If the reference energy in the next sequence is taken to be
the energy of the state with the electron undergoing (de-)excitation removed (rather than
the ground state), then this problem could be avoided. However, this requires a search
and state identification procedure that has not been implemented yet. An alternative
approach is to use a Mayer screening constant algorithm to compute 3. This procedure
will, however, result in Qs somewhat inconsistent with the state energies.

Because of the importance of Stark broadening to much of the spectroscopy being ana-
lyzed with TDG/DCA, it is highly desirable to implement more sophisticated procedures
than the above. A second level of sophistication is that used in the RATION code.4® The
algorithm used there calculates a Stark profile for individual lines, but still does not deal
with dielectronic satellite lines, either singly or as a complex with the main line.

State-of-the-art algorithms are used by two groups.®” They simultancously treat all lines
in a complex. These codes could conceivably be installed as subroutines in TDG/DCA.
Computational time could be a major problem, but since the radiation transport is time-

independent, they could be turned on only for selected time-slices of interest.

E. Photon Field Calculations

The kinetics requires a pl:oton field at essentially all frequencies for photo-BF processes,
and a J (integral of the photon field with the line profile) for photo-BB p-ocesses. The
algorithm used is a time-independent Sy, (ray based) procedure (Lar . iteration). This
makes it self-consistent with the detector LOS integrations.

A set of rays is defined Ly (user) specifying an S, order and a type of quadrature set. The
usual set is a Chebyshev-Legendre product set which has a total of N2 ray« on a sphere,
where N is an even number. For cach zone that a detailed opacity has been requested,
cach ray is propagated outward from the zone center until it exits the problem mesh. Then
it is initialized to any exierior boundary conditions, and propagated back towards the zone
center, depositing energy via absorption, and gaining energy via emission according to the

same time-independent integral formula used by TDG in calculating detector signalds:

v i --(z--—z,.)b* 1 : L _+(zl—z)£‘"~ !
dzop) = 1o(zg, 1) o4~ Su(z')e ndz
I J:,
with

jt = angle of ray woart. r veetor or 7 axis

9



These ray-dependent intensities are summmed over rays (angles) with appropriate weights
to give Ju(z). This calculation is repeated for each TDG frequency, including frequencies

containing only continuum radiation.

w. Escape Factor Formalism

When a given BB photo-transition experiences an optical depth appreciably gre~t.r
than 1. at any frequency in the line profile, the Lambda iteration procedure discussed
in the previous section fails to adequately couple the kinetics (and opacities) with the
photon field within a single pass or iteration. There are several techniques to correct this
deficiency. The simplest is simply to iterate the Lambda calculation approximately once
for each increment of 1. in maximun optical depth from the preceding dump.

There are several techniques of varying sophistication that are computationally less
intensive than the iteration procedure. The simplest of all of these line transfer techniques
is a so-called Escape Factor Formalism. The TDG/DCA package has such an algorithm:
the specific one used here is due Sobolev® and incorporates the effects of a doppler shift
gradient that reduces the optical depth.

The kinetics is altered to provide feedback of the photon field onto the BB rates and
thus populations. Specifically, the BB photoexcitation rates use a photon field given by:

J=(1-aesp)-S§ ,

with

n .
S= = = sonrce function
(negu /gl — ny)

and

o0
acsp = escape probability = / Y(r)dr

-0
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with

]
Y(z) = {ﬂ + g‘;(.’r)‘/u du exp

-G+ 2) () [ shax] bieo + s

g = ke continuum absorption opacity
ke line absorption opacity
vV — ',c
T =
Ay

v = Frequency
ve = line center frequency
Ay = Doppler width

o( I'/I'M
dr

gt = angle cosine relative to radius vector or z axis
¢lr) = Voigt profile

T = optical depth

v = media veloeity

vy, = thermal veloeity,

The optical depth can he ealeulated by eicher of two techniques. In the first (and easiest)

approach. the userinput aomniversal distancee that is then mualtiplied by ke(17.). The second

approach involves calenlating 2 colimn densities of populations for ench level involved in

an escape factor transition: one colmn density for each direetion from the zone in question

to the surfaces on either sides This s elearly & one-dimensional (1-D) concept. In faet,

the standard Sobolev fonmalism given above is only applicable to 1.1 slab or (with winor

modifications), 1D sphenical peometries. 2D problems are not suitable for eseape factor

analysis.



The effects of escape factors on the opacities (as opposed to the kinetics) can be incor-
porated by using

x(z)

I x(z)

instead of ¢(z) for the line profile. .

The escape factor approach is in.plemented on a line-by-line basis by user request. For
any lines so requested, the escape factor J and x(z) are used in place of the Lambda-
iteration-calculated J and ¢(z), respectively.

ITII. SPECTROSCOPIC MODELING APPLIED TO NOVA EXPERIMENTS
A. Overview of Experiments

In the Inertial Confinement Fusion (ICF) programns in the U.S. and abroad, a standard
technique for investigating various aspects of the implosion dynamics is to dope the fuel
(DD or DT) or pusher with small amounts of mid-Z elements that strip down to the K-shell
at some point in the implosion. A time resolved, spatially integrating crystal spectrometer
is then used to view the plasma at frequencies where the H-like and He-like lines, together
with their satellites, will occur.?!?

The primary purposes of these spectroscopy experiments are to determine DD and pusher
density (from Stark broadening) and temperature (from line intensities) time histories near
the time of maximum compression. IX-shell spectroscopy is used because the major jumnp
in ionization encrgies between K and L oshell electrons produces high energy photons that
pass through the pusher, and because of the comparative simplicity of the spectra. The
latest experiments at the ICF facility (NOVA) at Lawrence Livermore National Laboratory
(LLNL) have used a dopant of Ar present at a molar concentration of .1% in the DD capsule
section,

TDG/DCA has been used to model the observed Ar spectrum. A variety of different
ntonie models of inereasing complexity have heen tried in attempting to mnteh the data
ns close as possible.

There is o fairly wide variation mmoug experimental spectra,. Most of the varintions be
tween capsules appear to he due to three main issues: unintentionally nonsymmetrie drive
due to variations in energy aud Liser profiles among, the ten NOVA Iaser beans; varintions
in total drive enerpy; and varintions i shell thickness away from nominal. For the purpose

of this paper, we have focused oar attention on a “standard™ enpsule having o reasonably

12



spherical drive with a roughly nominal total drive energy and shell thickness. However,
in order to illustrate the kinds of variations in spectra these capsule/drive variations can
induce, some modeling results for a “colder” drive and larager shell thickness are presented
as well. All computer runs reported in this paper are 1-D, although 2-D runs have been

made for nonspherical implosions.

B. Description of the Atomic Models

A total of five models have been run in TDG/DCA. In order of increasing model size, the
following descriptions indicate the level structure for all sequences present in the models.

Models 2 through 5 have fully relativistic level structure for sequences H-like through
Be-like. All models contain the (single level) bare sequence.

Model 1 (70 levels): noun-relativistic mostly hydrogenic (PQN only) model. Up through
n = 10 for H-like, He-like, and Li-like singly excited (S.E.) levels. Six doubly excited (D.E.)
202( levels in cach of He-like and Li-like sequences (some angular momentum splitting).
Ground states for Be-like through Ar-like. This model was generated by the RATION
code.

Model 2 (183 levels): Up through n = 4 S.E. For H-like through Be-like. No D.E. He-
like. 2020 and 2(3¢' D.E. Li-like. 202¢" and some 203¢ D.E. Be-like. n =2, 3, and 4 S.E.
(PQN only) levels for B-like through N-like.

Model 3 (288 levels): Same S.E. H-like through Be-like as in model 2. 202¢' D.E. He-like.
2020, 203¢, 303¢' D.E. Li-like. 2020, some 2030, and 264¢ D.E. Be-like. 2026, 20202¢"
D.E. and triply excited (T.E.) levels in B-like (jj-averaged). Similar levels in C-like and
N-like.

Model 4 (609 levels): Up through n = 5 S E. H-like through Be-like. 202¢', 2030, 204¢',
303¢, 3040 D.E. Li-like, Similar Be like structure to model 3. Same B-like through N-like
structure as in model 3.

Model 5 (1380 levels): Same S structure for H like throngh Be like as in model 4.
2020, 2030', 2040", 3040, and 4040 DE. for both He like and Li ke, 2020°20" 20203,
202040 triply excited (T.1.) levels in Li like. Same Be like throngh N like stracture as in
maodel 4.



C. Comparison of Experimental and TDG/DCA Spectra

The results presented in this paper represent the first phase of a detailed study of the
NOVA Ar epectra. In this phase the emphasis has been on converging the atomic model.
At first this was considered to be possible with a relatively small number of levels, but
experience has indicated otherwise. This can best be illustrated by looking at the ratios of
the 4 main line complexes that the spectrometer usually has in its frequency window. In
order of increasing energy, these line complexes are: Hea (1—2), Ha (1—2), Hef (1-3)
and HB (1-3), where the prefix He refers to He-like, and H to H-like. Each complex con-
gists of 2 main lines plus a (gencrally) substantial number of satellite lines. In this paper,
only results for the spectra at maximmum Ar emission (near maximum compression) will
be presented. Figures 1 and 2 give examples of experimental spectra. Important, reason-
ably reproducible, aspects of these spectra are that the Hef complex has the maximum
amplitude, while the Hea is less than the Ha line. The HB complex is very broad. Fig-
ures 3, 4, 5, 6, and 7 present theoretical spectra from TDG/DCA using models 1 through
5, respectively. In all cases the absolute numbers on the y-axis are arbitrary, since the
spectrometer hus not been absolutely calibrated. It should be noted that these theoretical
curves do not have either the rocking curve of the crystal or the relative spectral response
across the window incorporated into the analysis (the latter has only very recently been
measured). Hopefully, these issues will not appreciably change the results.

The first thing that is noticeable about the results is the large variation in line ratios
for different models. Model 1 (the RATION model) gives very large o to f ratios. This
improves somewhat with mode) 2, hut the o lines are still much too large. The introduction
of 3030 D.E. levels in going from model 2 to madel 3 elenarly deereases the Hea to Ha ratio.
It was this change in speetra with model complexity thnt was the first solid indication that
the model was not converged, sinee the same atomie physies codes were used to generate
models 2 and 3 (as opposed to model 1), The addition of 7 =+ 5 S.E. levels and 2040 and
304¢ D.E. Li like states further deereanses both o lines relative to Hefg) with the major
effeet coming in the Hea line. Finally, the addition of 2020, 2036, 2040, 3030, 340, and
440 D.E. levels for He like, 4640 DUE. levels, and 202020", 2020307, and 202040" ‘T L.
levels to Li Like inmodel b inerenses Ha relative to Hea,

All of the runs of Figs. 3 through 8 were done with no lines requested to have esceape
factors computed. The optical depths of the o lines are on the order of 10, so it would
potentinlly be useful to use eseape fnctors for these 2 hines. Such runs have been done, but
no signifiennt chanpes were observed compared to Fig. 7. This is undoubtedly due to the

grachun! fushion (over mnny dumps) that the lines inerease in optieal depth.



Figure 8 gives the spectra for a TDG/DCA run using the same Model 5 as in Fig. 7 but
using dumps from a slightly different Rad-Hydro run. Specifically, the run had a slightly
thicker shell (Pusher); it was run using diffusion radiation transport instead of Py; and its
drive energy was somewhat lower. The result for the theoretical spectra is quite different
from the nominal run. It is not clear at this point which of these 3 issues is the most
important determinant in the difference-an ongoing study is attempting to sort this out.
Clearly, however, this result indicates that the Rad-Hydro code may generate subtle shifts
in temperatures and densities that have decidedly non-subtle effects on spectra.

Comparing Fig. 8 with Fig. 1 indicates that model 5 is generally gettiag reasonably
good agreement with the particular shot of Fig. 1 and very good agreement with the
particular shot of Fig. 2 The a lines are somewhat too low relative to Hef in comparison
to Fig. 1. In addition, there are clearly gaps in the centers of the Ho and HS complexes
that are undoubtedly due to a lack of satellite lines with spectator electrons having PQN
greater than 4. (Estimates for the maximum PQN present in a plasma at 1 keV electron
temperature and 1 x 10%4 jon density indicate up to n = 10 (for low ¢ values) for H-like, and
up to n = 8 (for low ( values) for He-like, will be present). The lack of stark broadening
for diclectronic sntellites will also affect the degree of agreement.

A fundamental issue raised by the variations in spectra as a function of model com-
pleteness, is a precise assessment of what in the models is causing it. To help determine
this, an essentially complete set of edits hns bheen installed in the package. These inelude
snapshots and timeplots of individual transition rates, level populations, level potential
energies, and population fluxes between levele, The latter 3 quantities can be summed
over groups of levels, Althoungh it wasn’t possible to analyze all of the runs with these
edits by thiv time, a preliminary edit analysis has been done for Model 5. The primary
conclusion to be gained from the edits so far obtained is the importancee of che collisionnl
n = 2ton =3 population Hinx, for hoth He like and H-like sequences. This flux essentially
dominates everything else in the problem. If it were not for this apward collisional flux,
the 4 lines would wetually he in phsorptjon. rather than emission, for many of the DI gos
zones. Since the enerpy differences between w3 and no+ 2 levels are on the ovder of
600 ¢V, any chaupes in temperntures in this cnergy vicinity are likely to substantially shift

the spectrie. A more complete edit nualysis is currently in progress,

D. Conelusions and Foture Work

The most important conelugion to e drnwn from the work so for s the rensonnbly wide

varinbility in spectra with model completeness, with only the most complete model in



close agreement with experiment. A second conclusion is the variability with Rad-Hydro
run changes, where these changes are standard design issues that induce only relatively
minor changes in wide-band x-ray imag.s, or neutron emission characteristics. This means
that the spectra can be used as seusitive gauges of plasma dynamics, provided that a
complete atomic model with accurate rates can be assembled. The third conclusion is that
relatively good agreement with an experiment has been obtained, but that there is a fair
amount of variability between shots that makes any firin conclusions concerning densities
and temperatures unwarranted ot this time. Given that the spectra are still changing
between Models 4 and 5. it is impossible to be certain that models more complete than
#5 will not also change the miajor hue ratios.

There are thus a number of directions for future work. One is to assemble a more
complete model, one that has S.E. and D.E. levels with n > 5 (up to at least 8), and more
triply excited levels (expecially those near the Hf line). The studies on drive strength,
shell thickness, and radiation transport options within the Rad-Hydro code need to be
completed. The analysi: of the edits for different models has to be completed. A longer
term project is to nnderstand the temperature and Jensity spatial variation as a function
of spectral output. This task can be considerably simplified if the spectra are generated
from kinetics in quast (or instantancons) steady state,

Future work in code development ipceludes better Stark brondening and some continnum
lowering options. Tn addition, versions for workstations (1D) and massively paratlel com-
puters (2D) would Le veefnll Procedares for approximately handling D.E. levels ereated
by other than inner shell processes, where the levels are in quasi-steady @ tate (i.e., tracking

the rround state population) would reduce the comnutational times tremendously,
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FIGURE CAPTIONS
Experimental capsule spectra at maximum emission, Shot A.
Experimental capsule spectra at maximum emission, Shot B.
Theoretical spectra, Model 1.
Theoretical spectra, Model 2.
Theoretical spectra, Model 3.
Theoretical spectra, Model 4.
Theoretical spectra, Model 5.

Theoretical spectra, Model 5, variation with hot drive.
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